
Oberwolfach Seminars
51

Interfaces: 
Modeling, 
Analysis, 
Numerics
Eberhard Bänsch
Klaus Deckelnick
Harald Garcke
Paola Pozzi





Oberwolfach Seminars 

Volume 51 

The workshops organized by the Mathematisches Forschungsinstitut Oberwolfach are 
intended to introduce students and young mathematicians to current fields of research. 
By means of these well-organized seminars, also scientists from other fields will be 
introduced to new mathematical ideas. The publication of these workshops in the series 
Oberwolfach Seminars (formerly DMV seminar) makes the material available to an even 
larger audience.



Eberhard Bänsch • Klaus Deckelnick • 
Harald Garcke • Paola Pozzi 

Interfaces: Modeling, 
Analysis, Numerics



Eberhard Bänsch 
Department Mathematik 
Universität Erlangen-Nürnberg 
Erlangen, Germany 

Harald Garcke 
Fakultät für Mathematik 
Universität Regensburg 
Regensburg, Bayern, Germany 

Klaus Deckelnick 
Institut für Analysis und Numerik 
Universität Magdeburg 
Magdeburg, Germany 

Paola Pozzi 
Fakultät für Mathematik 
Universität Duisburg-Essen 
Essen, Germany 

ISSN 1661-237X ISSN 2296-5041 (electronic) 
Oberwolfach Seminars 
ISBN 978-3-031-35549-3 ISBN 978-3-031-35550-9 (eBook) 
https://doi.org/10.1007/978-3-031-35550-9 

Mathematics Subject Classification: 35K55, 35Q35, 35R35, 53A10, 53C44, 65M60 

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature Switzerland AG 
2023 
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether the 
whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, 
recitation, broadcasting, reproduction onmicrofilms or in any other physical way, and transmission or information 
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now 
known or hereafter developed. 
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication does 
not imply, even in the absence of a specific statement, that such names are exempt from the relevant protective 
laws and regulations and therefore free for general use. 
The publisher, the authors, and the editors are safe to assume that the advice and information in this book are 
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors 
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or omissions 
that may have been made. The publisher remains neutral with regard to jurisdictional claims in published maps 
and institutional affiliations. 

This book is published under the imprint Birkhäuser, www.birkhauser-science.com by the registered company 
Springer Nature Switzerland AG 
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland 

Paper in this product is recyclable.

https://doi.org/10.1007/978-3-031-35550-9
https://doi.org/10.1007/978-3-031-35550-9
https://doi.org/10.1007/978-3-031-35550-9
https://doi.org/10.1007/978-3-031-35550-9
https://doi.org/10.1007/978-3-031-35550-9
https://doi.org/10.1007/978-3-031-35550-9
https://doi.org/10.1007/978-3-031-35550-9
https://doi.org/10.1007/978-3-031-35550-9
https://doi.org/10.1007/978-3-031-35550-9
https://doi.org/10.1007/978-3-031-35550-9

 18038 56059
a 18038 56059 a
 


Preface 

These lecture notes are dedicated to the mathematical modeling, analysis, and computation 
of interfaces and free boundary problems appearing in geometry and in various applica-
tions, ranging from crystal growth, tumor growth, biological membranes to porous media, 
two-phase flows, fluid-structure interactions, and shape optimization. Classical methods 
from partial differential equations as well as from differential geometry, together with 
modern methods like the theory of maximal regularity or measure theoretic approaches, 
now allow for a systematic mathematical theory for interfaces and free boundary problems 
in many settings. Also, numerical methods based on parametric approaches, level sets, or 
phase fields are now mature enough to deal with interesting phenomena. However, in many 
applications, quite complex couplings between equations on the interface and equations in 
the surrounding bulk phases appear, which are still not well understood so far. 

We first give an introduction to classical methods from differential geometry and 
systematically derive the governing equations from physical principles. Then we analyze 
parametric approaches to interface evolution problems and derive numerical methods 
which are thoroughly analyzed. In addition, implicit descriptions of interfaces such as 
phase field and level set methods are analyzed. Finally, we discuss numerical methods 
for complex interface evolutions and focus on two phase flow problems as an important 
example of such evolutions. 

Some parts of the lecture notes have been first used by the first and the third authors in 
courses they gave to doctoral students of the DFG research training group 2339 IntComSin: 
Interfaces, Complex Structures, and Singular Limits in Continuum Mechanics—Analysis 
and Numerics. The complete material of this book has been presented at an Oberwolfach 
seminar in November 2022. We thank the Oberwolfach Research Institute for Mathematics 
(MFO) for giving us the opportunity to give the lecture series in the Oberwolfach 
seminar series. We thank all the participants of the seminar for actively taking part in the 
seminar. Due to their many suggestions for improvements, we were able to substantially
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enhance the presentation. We would like to thank Paul Hüttl, Jonas Haselböck, and Dennis 
Trautwein for proofreading. We would especially like to thank Eva Rütz and Vera Theus 
for typesetting parts of the notes and Jiří Minarčík for creating many of the figures in this 
book. 

Erlangen, Germany Eberhard Bänsch 
Magdeburg, Germany Klaus Deckelnick 
Regensburg, Germany Harald Garcke 
Essen, Germany Paola Pozzi
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1Introduction 

Abstract 

In the introduction we state some examples of applications in which interfaces appear 
and for which we will analyze mathematical approaches in more detail in later parts 
of the lecture notes. In particular, we will discuss grain boundary motion, melting and 
solidification, flow problems with interfaces and biomembranes. 

This lecture series will give an introduction to mathematical methods for dealing with 
interfaces. Interfaces separating different physical states appear in various applications, 
ranging from crystal growth, tumor growth, biological membranes to porous media, 
two-phase flows, fluid-structure interactions, and shape optimization. In order to math-
ematically deal with interfaces, first of all, one has to decide how to describe the interface. 
Parametrizations, level set approaches, volume of fluid methods, measure theoretic 
approaches and phase field methods are classical ways to represent interfaces. 

Using a parametric approach for interface evolution typically leads to fully nonlinear 
or at least quasi-linear partial differential equations whose exploration requires knowledge 
of the theory of abstract evolution equations and maximal regularity. Weak approaches for 
interfaces often involve measure theoretic methods such as varifold theory and approaches 
that use Caccioppoli sets. An advantage of these approaches is that they allow for 
topological changes which are not directly possible in sharp interface methods based on 
parametrizations. In phase field methods, the interface is described as a diffuse interfacial 
layer. The governing equations typically allow for quite smooth solutions, which is 
beneficial both for the analysis and for the numerics. Although phase field methods can 
be derived using classical thermodynamical principles, it is important to relate them to 
classical sharp interface descriptions, and many analytical questions in this context are still 
open. In addition, it is sometimes possible to describe interfaces with the help of obstacle 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
E. Bänsch et al., Interfaces: Modeling, Analysis, Numerics, 
Oberwolfach Seminars 51, https://doi.org/10.1007/978-3-031-35550-9_1
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2 1 Introduction

problems or non-smooth complementarity conditions. Here, a suitable relaxation is often 
needed, and a limit analysis as well as the construction of robust approximation schemes 
are issues of research. 

Different representations of the interface go with different numerical approaches. 
Recently, classical parametric descriptions of the interface have come back into the focus 
of the international research community because new ideas entered the field, yielding in 
particular, a better mesh quality. Phase field approaches and level set methods, in contrast, 
allow for an implicit way to treat topological changes. 

In this introduction we will first state some examples of interfaces which we will 
analyze in more detail later. Chapter 2 will introduce basic facts about surfaces which will 
be needed in order to describe interfaces. In Chap. 3 we will derive mathematical models 
involving interfaces. Chapter 4 discusses analytical and numerical tools for dealing with 
parametric approaches for interfaces and in Chap. 5, methods for implicit approaches to 
interfaces will be introduced. Finally, Sect. 6 deals with numerical methods for complex 
interface evolutions and, in particular, the case of two phase flows will be considered. 

1.1 Grain Boundary Motion 

A grain boundary is an interface where crystals of different orientations meet. The crystals 
on each side of the interface are identical except in orientation. Solid materials consisting 
of crystals with different orientations are called polycrystalline materials. A situation in 
which polycrystal regions with different crystallographic orientations appear is sketched 
in Fig. 1.1. These different regions are separated by interfaces, which evolve in time by the 
evolution law 

. normal velocity = mean curvature

Fig. 1.1 A grain boundary in a 
polycrystal
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or in a formula 

. V = κ .

The precise meaning of V and . κ will be given in Chap. 2. 

1.2 Melting and Solidification 

In more complex mathematical models for interfaces not only the interface itself is an 
unknown but also quantities (functions) away from the interface (in the bulk). A typical 
example is the melting ice cube in your whiskey glass or a growing snow crystal, see 
Fig. 1.2. Here, functions describing the temperature or the concentration of water are 
unknowns, as well as the interface itself. The temperature, for example, has to solve a 
heat equation in an unknown domain. One hence speaks of a free boundary problem. The 
Stefan problem for melting and solidification is a typical problem in this context. We refer 
to Fig. 1.3 for a sketch of the mathematical setting. 

Fig. 1.2 Dendritic growth of a snow crystal. On the left a computer simulation of a snow crystal (by 
Robert Nürnberg, Trento, see [17]), and on the right a real snow crystal (photo courtesy of Kenneth 
Libbrecht, Caltech) 

water 

solve heat equation 
∂tu = Δu 

Γ 
←

{
u = 0  
V = −∇u · nice 

Fig. 1.3 We sketch a simple version of the Stefan problem. In more complete models the conditions 
at the interface involve the curvature of the interface 
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1.3 Flow Problems with Interfaces 

Bubbles, drops, and particles are of fundamental importance in a multitude of physical, 
chemical, and biological processes and they also have important applications in industry. 
We mention rainfall, boiling, sprays, blood flow and lubrication. Compared to solidifica-
tion the problems involving flows become more complex as the Navier–Stokes equation 
has to be solved on a domain with a moving boundary. Figures 1.4 and 1.5 show typical 
scenarios for fluid with an interface. 

Fig. 1.4 Left a capillary driven flow under microgravity and right a growing thrombus in blood flow 
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(b) 
Fig. 1.5 Examples for two-phase flow. (a) Rising drop. (b) Container with two fluids
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1.4 Curvature Energies and Biomembranes 

Curvature energies for surfaces in Euclidean space lead to fundamental geometric 
functionals which play an important role in differential geometry, in image processing, 
in surface restoration and in many physical models for beams, shells and membranes. 
They also appear in biology as, for example, the free energy of cell membranes contains 
curvature energies. This is important for example in the study of red blood cells, see, e.g., 
Fig. 1.6. The simplest form of a curvature energy is given by 

.
1

2

∫

M

κ2(x) dH m(x) (1.1) 

where . κ is the mean curvature and . M is the surface for which one wants to compute the 
energy. 

Fig. 1.6 A red blood cell 
taken from 
https://commons.wikimedia.org/ 
wiki/File:BloodCellState_080_image_of_ 
a_state_of_a_blood_cell.png?uselang=de
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2Some Notions from Differential Geometry 

Abstract 

After recalling some basic notions from differential geometry, and reviewing the 
fundamental concepts of curvature, differentiation and integration on manifolds, we 
study surfaces evolving in time. In particular, we introduce the definitions of material 
derivative and normal time derivative, and derive useful versions of transport theorems 
that will be frequently used in subsequent chapters. 

2.1 What Is a Surface? 

Let us first recall the definition of a manifold M in . Rn of dimension .m ≤ n (see Fig. 2.1). 
In order to avoid too many technicalities, in what follows we will be rather informal. 
Mathematically precise formulations can be found for instance in [48, 105]. 

• 1. Definition: Representation by parametrizations 
A set .M ⊂ Rn is a (smooth) m-dimensional manifold, if M can be locally represented 
as follows. For arbitrary .x ∈ M there exists an open neighborhood .V ⊂ Rn of x, as  
well as an open set .U ⊂ Rm, and a mapping .F : U → M such that 

. F : U → M ∩ V is bijective,

F is smooth, .F−1 is continuous and for all .x̂ ∈ U the differential .DF(x̂) ∈ Rn×m has 
maximal rank. The map F is called a local parametrization (see Fig. 2.2). 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
E. Bänsch et al., Interfaces: Modeling, Analysis, Numerics, 
Oberwolfach Seminars 51, https://doi.org/10.1007/978-3-031-35550-9_2
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Fig. 2.1 A manifold 

M 

Fig. 2.2 Representation by a 
local parametrization 

U 

V M  

F 

M 

Fig. 2.3 Representation as a 
graph 

U 

V M  

h( )  

• 2. Definition: Representation as a graph 
After a possible rotation of the coordinate system, M is locally a graph of a function h, 
i.e., for arbitrary .x ∈ M there exists a rotation of the coordinate system such that after 
rotation there exists an open neighborhood .V ⊂ Rn of x, an open set .U ⊂ Rm and a 
smooth function .h : U → Rn−m with 

. V ∩ M = {(x̂, h1(x̂), ..., hn−m(x̂)) | x̂ ∈ U},

(see Fig. 2.3). 
• 3. Definition: Representation as a level-set 

For arbitrary .x ∈ M there exists an open neighborhood .V ⊂ Rn of x and a smooth 
.φ : V → Rn−m with .Dφ(y) ∈ R(n−m)×n surjective for all y ∈ V such that 

. V ∩ M = {y ∈ V | φ(y) = 0}.

Note that the three definitions are equivalent. Above we wrote smooth manifold. In fact we 
could more precisely speak of .Ck-manifolds, with .k ∈ N, .k ≥ 1, if the involved functions 
are . Ck .
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2.2 Integration and Differentiation on a Surface 

In what follows we denote by .M ⊂ Rn an m-dimensional smooth manifold. According to 
Definition 1, M can be locally represented by .Fl : Ul → Rn with l indicating the different 
parametrizations. Let the local pieces .Fl(Ul) ⊂ M be mutually disjoint and such that their 
union cover M up to measure zero. Then the integral of f over M is defined as 

.

∫

M

f (x)dH m(x) :=
∑

l

∫

Ul

(f ◦ Fl)(x̂)
√

gl(x̂) dx̂, (2.1) 

where .gl,ij (x̂) := ∂iFl(x̂) ·∂jFl(x̂) is the metric tensor and .gl = det(gl,ij )i,j . In the  more  
common case that the .Fl(Ul) overlap, we use a partition of unity. 

Next, given .x ∈ M let .F : U → M be a local parametrization of M with .x = F(x̂). 
Then the m-dimensional subspace 

. TM(x) := span{∂x̂j
F (x̂) | j = 1, ..., m}

of . Rn is called the tangent space to M at x. Note that .TM(x) is independent of the special 
choice of F (Fig. 2.4). 

We say that a function .f : M → R is differentiable near .x ∈ M if there exists a local 
parametrization .F : U → Rn of M with .x = F(x̂) such that .f ◦ F is differentiable near 
. x̂. In this case we define its tangential gradient by 

.∇Mf (x) := gij (x̂)∂x̂j
(f ◦ F)(x̂)∂x̂i

F (x̂) ∈ TM(x) (2.2) 

with .TM(x) the tangent space at x. Note that we have used the Einstein convention in the 
formula above: repeated indices are summed up. The somewhat complicated notation of 
the tangential gradient will become clearer later. Here, 

. gij = (gij )
−1
ij , i, j = 1, ..., m

is the inverse of the metric tensor. It can be shown that if .f ◦ F is differentiable near x for 
some parametrization F the same is true for any local parametrization of M near x and 
that .∇Mf (x) is independent of the special choice of F . 

Fig. 2.4 Manifold M and 
tangent space .TM(x)

TM (x ) 

M 

x 
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For a vector field .v : M → Rn which is differentiable near .x ∈ M we define its surface 
Jacobian .∇Mv(x) ∈ Rn×n by 

.(∇Mv(x))ij := (∇Mvi(x))j , 1 ≤ i, j ≤ n (2.3) 

while its surface divergence is given by

.∇M · v(x) := divMv(x) := Tr(∇Mv(x)). (2.4) 

In the above we think of the tangential gradient .∇Mf as a column vector, whereas for a 
vector valued function v the i-th row of the surface Jacobian is the transposed gradient of 
the i-th component. 

Note that 

.∀w ∈ (TM(x))⊥ : (∇Mv(x)w)i = (∇Mv(x))ijwj = ∇Mvi(x) · w = 0 (2.5) 

since .∇Mvi(x) ∈ TM(x). In particular we see that rank.∇Mv(x) ≤ m. 
The next result shows how to compute the tangential gradient in the case that f has an 

extension to an open neighbourhood of x. 

Proposition 2.2.1 Let .f : M → R be differentiable near .x ∈ M and . f̃ : V → R

differentiable in an open neighbourhood of x with .f̃ (y) = f (y) for all .y ∈ V ∩ M . 
Then we have 

. ∇Mf (x) = P(x)∇f̃ (x)

where .P(x) denotes the orthogonal projection of . Rn onto .TM(x). 
Likewise, let .v : M → Rn be differentiable near x and . ̃v : V → Rn

differentiable with .ṽ(y) = v(y) for all .y ∈ V ∩ M . Then we have 

. ∇Mv(x) = ∇ṽ(x)P (x),

i.e., .(∇Mv(x))ij = ∂kṽi(x)Pkj (x), 1 ≤ i, j ≤ n.
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Proof To begin, note that .P(x) = I − ∑n−m
l=1 νl(x) ⊗ νl(x), where . {ν1(x), . . . , νn−m(x)}

is an orthonormal basis of the orthogonal complement of .TM(x). 
Let .F : U → M be a local parametrization of M with .x = F(x̂). For  . k = 1, . . . , m

we have 

. ∇Mf (x) · ∂x̂k
F (x̂)=gij (x̂)∂x̂j

(f ◦ F)(x̂)∂x̂i
F (x̂) · ∂x̂k

F (x̂)=gij (x̂)gik(x̂)∂x̂j
(f̃ ◦ F)(x̂)

=∂x̂k
(f̃ ◦ F)(x̂)=∇f̃ (x) · ∂x̂k

F (x̂)=(P (x)∇f̃ (x)) · ∂x̂k
F (x̂),

where we have used the chain rule and the fact that .∂x̂k
F (x̂) ∈ TM(x). Since 

. ∇Mf (x) · w = 0 = P(x)∇f̃ (x) · w for all w ∈ (TM(x))⊥,

we deduce that .∇Mf (x) = P(x)∇f̃ (x). Applying this result to the components of v, 
recalling the definition of the surface Jacobian and using the symmetry of .P(x) we obtain 
the remaining formula. �

There is a second order operator, the Laplace–Beltrami operator, that plays a similarly 
fundamental role on surfaces as the Laplace operator in . Rn and is its generalization to 
manifolds. 

Definition 2.2.2 (Laplace–Beltrami Operator) For .f : M → R smooth we 
define 

.�Mf := ∇M · (∇Mf ) (2.6) 

which is called the Laplace–Beltrami operator.

Remark 

(a) Let .F : U → M be a local parametrization of M , .gij = ∂x̂i
F · ∂x̂j

F, i, j = 1, ..., m, 
and .g = det(gij ), then .�M can be written as (see Exercise 7.1) 

.�Mf (x) = 1√
g

∂x̂i
(
√

g gij ∂x̂j
(f ◦ F))(x̂), with x = F(x̂). (2.7)
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(b) Let .M ⊂ Rn be a one-dimensional manifold, in other words a curve, and . F : I → M

(.I ⊂ R an interval) a parametrization of M . Then we have for a smooth function 
. f : M → R

. �Mf (x) = 1

|Fx̂(x̂)|
( (f ◦ F)x̂(x̂)

|Fx̂(x̂)|
)

x̂
, x = F(x̂).

In the special case that F is a parametrization by arc length, i.e. .|Fx̂(x̂)| = 1, x̂ ∈ I , 
the above expression simplifies to 

. �Mf (x) = (f ◦ F)x̂x̂(x̂), x̂ ∈ I.

2.3 Weingarten Map 

In what follows, we are always considering hypersurfaces, i.e. manifolds of dimension 
.m = n − 1 (one may also say M has co-dimension 1), if not otherwise stated. In what 
follows, we denote hypersurfaces by . �. Then for each .x ∈ � the tangent space .T�(x) is an 
.(n − 1)-dimensional subspace of . Rn and there exists an open neighbourhood V of x and a 
smooth unit normal field .ν : V ∩ � → Rn to . �, i.e., 

. ν(y) ⊥ T�(y), |ν(y)| = 1 for all y ∈ V ∩ �.

In order to see this recall that .V ∩ � = {y ∈ V | φ(y) = 0} according to Definition 3 in 
Sect. 2.1 with a smooth function .φ : V → R satisfying .∇φ(y) �= 0, y ∈ V . A possible 
choice then is .ν = ν̃|� , where 

.ν̃(y) = ∇φ(y)

|∇φ(y)| . (2.8) 

Definition 2.3.1 (Weingarten Map and 2nd Fundamental Form) For .x ∈ � the 
map 

. H(x) := −∇�ν(x) ∈ Rn×n is called the Weingarten map at x.

The associated quadratic form 

. (v, u) �→ v · (H(x)u)

is called the second fundamental form.
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Proposition 2.3.2 The Weingarten map .H(x) is symmetric and .H(x)ν(x) = 0, i.e. 
.ν(x) ∈ ker.(H(x)). 

Proof In view of Proposition 2.2.1 and (2.8) we have  

. H(x)ij = −(∇�ν(x))ij = −∂kν̃i(x)Pkj (x),

where .ν̃i (y) = ∂iφ(y)
|∇φ(y)| and .P(x) = I − ν(x) ⊗ ν(x) is the orthogonal projection onto 

.T�(x). Clearly, 

. ∂kν̃i(x) = ∂k∂iφ(x)

|∇φ(x)| − ∂iφ(x) ∂lφ(x) ∂k∂lφ(x)

|∇φ(x)|3 ,

so that (omitting the x for a moment) 

. Hij = −(
δjk − ∂jφ

|∇φ|
∂kφ

|∇φ|
)(∂k∂iφ

|∇φ| − ∂iφ ∂lφ ∂k∂lφ

|∇φ|3
)

= −∂j ∂iφ

|∇φ| + ∂iφ ∂lφ ∂j ∂lφ

|∇φ|3 + ∂jφ ∂kφ ∂k∂iφ

|∇φ|3 − ∂iφ ∂jφ ∂kφ ∂lφ ∂k∂lφ

|∇φ|5

which together with Schwarz’s theorem implies that .H(x)ij = H(x)ji for all . 1 ≤ i, j ≤
n. Finally, we deduce from (2.5) that .H(x)ν(x) = −(∇�ν(x))ν(x) = 0, since . ν(x) ∈
(T�(x))⊥. �

Since .H(x) is symmetric, there is an orthonormal basis of eigenvectors with real 
eigenvalues .κ1(x), ..., κn(x). Note that at least one of the eigenvalues is 0, since . ν(x) ∈
ker(H(x)). We denote this eigenvalue by .κn(x), i.e., .κn(x) = 0. The quantity 

.κ(x) :=
n−1∑
i=1

κi(x) =
n∑

i=1

κi(x) = Tr(H(x)) = −∇� · ν(x) (2.9) 

is called mean curvature of . � at x (strictly speaking . 1
n−1

n−1∑
i=1

κi(x) is the mean curvature; 

however, dropping the factor .1/(n−1) is more convenient). As the trace is invariant under 
basis changes, we obtain that .κ(x) is independent of the coordinate system. 

The Weingarten map H and in turn the mean curvature . κ depend on the orientation of 
. ν. A change of the orientation .ν �→ −ν leads to .H �→ −H and .κ �→ −κ .
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Proposition 2.3.3 Let .x ∈ � and suppose that there exists an open neighborhood 
V of x such that .V ∩ � = {y ∈ V | φ(y) = 0}. Let the unit normal field . ν on 

.V ∩ � be given by .ν = ν̃|V ∩� , with .ν̃ : V → Rn defined as .ν̃(y) = ∇φ(y)

|∇φ(y)| . Then 

.κ(x) = −∇ · ∇φ(x)

|∇φ(x)| . 

Proof This is left as an exercise. �

We have the following useful identities. 

Proposition 2.3.4 Let .χ : R
n → Rn be the identity map, i.e., .χ(x) = x for all 

.x ∈ R
n. Then we have for .x ∈ �: 

(i) .∇�χ(x) = P(x) = I − ν(x) ⊗ ν(x); 
(ii) .��χ(x) = κ(x)ν(x). 

The vector .κ(x) ν(x) is called curvature vector at .x ∈ �. 

Proof 

(i) We compute with the help of Proposition 2.2.1 

. (∇�χ(x))ij = ∂kχi(x)Pkj (x) = δikPkj (x) = Pij (x).

(ii) Using (i) we deduce for . i = 1, . . . , n

. ��χi(x)=∇� · ∇�χi(x)=[∇�(∇�χi)j ]j (x)=[∇�(δij − νiνj )]j (x)

=−(∇�νi(x))j νj (x) − (∇�νj )(x))j νi(x)=−∇� · ν(x) νi(x)=κ(x)νi(x),

so that .��χ(x) = κ(x)ν(x). �
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Fig. 2.5 . � = ∂BR(0)

Fig. 2.6 Domain . 
 and outer 
normal . ν

Example For .R > 0 we denote by .� := S
n−1
R = ∂BR(0) ⊂ Rn the sphere with radius R 

(Fig. 2.5). For the unit normal on . � pointing outwards we have .ν = ν̃|� , where .ν̃(y) = y
R
. 

Thus we obtain with the help of Proposition 2.2.1 that 

. H(x) = −∇ν̃(x)P (x) = − 1

R
P(x) = − 1

R
(I − x

R
⊗ x

R
), x ∈ �.

Thus each vector .v ∈ T�(x) \ {0} is an eigenvector for the eigenvalue . − 1
R
, while . x

R
is an 

eigenvector for .κn(x) = 0. In particular we have that .κ(x) = −n−1
R

, x ∈ �. 

2.4 Signed Distance Function and Canonical Extension 

In this section we follow the presentation in [36]. Let .� ⊂ Rn be a smooth, connected, 
compact and orientable (i.e. there exists a smooth unit normal field .ν : � → Rn) 
hypersurface. It follows from the Jordan–Brouwer separation theorem that there exists a 
bounded open set .
 ⊂ Rn lying on one side of . � and having . � as its boundary (Fig. 2.6). 
Replacing . ν with . −ν if necessary we may assume that 

. 

⎧⎪⎨
⎪⎩

|ν(x)| = 1,

ν(x) ⊥ T�(x),

x − δν(x) ∈ 
, if δ > 0 is sufficiently small.

It can be shown, see Boyer and Fabrie [29] in Section 3.2 in Chapter III, that for small 
.δ > 0 in the “tubular” neighborhood 

.Dδ := {x ∈ Rn | x = z + ην(z), z ∈ �, |η| < δ}
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Fig. 2.7 “Tubular” 
neighborhood . Dδ of . �

of .� there is a one-to-one relation between x and .(z, η), i.e. for each .x ∈ Dδ there exists 
one and only one .z ∈ � and .η ∈ (−δ, δ) with .x = z + ην(z) (Fig. 2.7). This means that 
there is a uniquely determined projection 

. π : Dδ → �,

x �→ z, x = z + ην(z).

Moreover, . π can be characterized by .π(x) = argminy∈�|y − x|. 
Let .d� : Dδ → R be the signed distance function, that is (Fig. 2.8) 

. |d�(x)| = min
y∈�

|x − y| for x ∈ Dδ

and 

. d�(x) > 0 for x = z + ην(z), η > 0, z ∈ �,

. d�(x) < 0 for x = z + ην(z), η < 0, z ∈ �.

Proposition 2.4.1 The functions . π and . d� are smooth in . Dδ and we have 

.x = π(x) + d�(x)ν(π(x)), x ∈ Dδ, . (2.10) 

∇d�(x) = ν(π(x)), x ∈ Dδ, . (2.11) 

−�d�(x) = κ(x), x ∈ �. (2.12) 

Proof We refer to Gilbarg, Trudinger [83], Section 14.6., and Boyer, Fabrie [29], Section 
3.2 in Chapter III, for the first two identities. Applying Proposition 2.3.3 with .φ = d� and 
using the fact that .|∇d�(y)| = |ν(π(y))| = 1 in . Dδ we obtain 

.κ(x) = −∇ · ∇d�(x)

|∇d�(x)| = −∇ ·∇d�(x) = −�d�(x), x ∈ �.

�
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Fig. 2.8 Signed distance 
function . d�

With the help of the projection .π , functions on .� can be extended constantly in direction 
of .ν, this means: for .f : � → R one can define 

.f̂ (x) := f (π(x)) for x ∈ Dδ. (2.13) 

We refer to . f̂ as the canonical extension of f . Note that for .x ∈ � we have that . π(x +
sν(x)) = x, so that .s �→ f̂ (x + sν(x)) is constant. Therefore, .∇f̂ (x) · ν(x) = 0 and we 
deduce from Proposition 2.2.1 that 

.∇�f (x) = P(x)∇f̂ (x) = ∇f̂ (x) for all x ∈ �. (2.14) 

In the same way vector valued functions .v : � → Rn are extended via 

. ̂v(x) := v(π(x)).

Any .v : � → Rn and any .v̂ : Dδ → Rn can be decomposed in its tangential and normal 
part: 

. ̂v(x) = V (x)ν̂(x) + v̂τ (x)

through 

. V (x) = v̂(x) · ν̂(x), ν̂(x) = ν(π(x)), v̂τ (x) = P̂ (x)v̂(x),

P̂ (x) = P(π(x)) = I − ν(π(x)) ⊗ ν(π(x)).

2.5 Integration by Parts on Manifolds 

In this section we assume again that .� ⊂ Rn is a smooth, connected, compact and 
orientable hypersurface. Let .M ⊂ � be relatively open in . �, this means for all . x0 ∈ M

there exists an open set .U ⊂ Rn with .x0 ∈ U and .U ∩ � ⊂ M (Fig. 2.9).
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Fig. 2.9 M is relatively open in . �

Fig. 2.10 Boundary . ∂M

Fig. 2.11 Intrinsic normal . ν∂M

The boundary of M is defined as .∂M := {x ∈ �\M | ∃xk ∈ M, xk
k→∞−→ x}. Let  . z ∈

∂M . We say that a vector .v ∈ T�(z) points into .�\M , if for every curve . γ : (−ε, ε) → R
n

with .γ (θ) ∈ �, γ (0) = z and .γ ′(0) = v there exists .0 < ε1 ≤ ε such that . γ (θ) ∈ � \ M

for .0 ≤ θ ≤ ε1 (Fig. 2.10). 
The set M is called smooth in . �, if  .∂M = ∅ or .∂M is a smooth .(n − 2)-dimensional 

manifold and M lies on one side of .∂M in the sense that there exists a field . ν∂M : ∂M →
R

n with the following properties: 

• . |ν∂M(z)| = 1, z ∈ ∂M,

• . ν∂M(z) ∈ T�(z), z ∈ ∂M,

• . ν∂M(z) ⊥ T∂M(z), z ∈ ∂M

and .ν∂M(z) points into .�\M . The above conditions define a uniquely determined intrinsic 
normal field, which we call the outer unit conormal (Fig. 2.11). 

Next we can generalize integration by parts from . Rn to hypersurfaces, an important 
tool for the analysis on surfaces.
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Fig. 2.12 The .δ-neighborhood 
of M 

Proposition 2.5.1 (Integration by Parts) Let .M ⊂ � and .f : � → R be smooth. 
Then it holds: 

. 

∫

M

∇�f dH n−1 = −
∫

M

f κν dH n−1 +
∫

∂M

f ν∂M dH n−2.

Let .q : � → Rn be smooth. Then it holds: 

. 

∫

M

∇� ·q dH n−1 = −
∫

M

κν ·q dH n−1 +
∫

∂M

ν∂M ·q dH n−2.

Sketch of the Proof (See [36]; for a more classical proof see the proof of Theorem 21 in 
[23]) . Let us denote be . d� the signed distance function to . � (cf. Sect. 2.4) and define 

. Dδ(M) = {x ∈ Rn | x = z + ην(z), z ∈ M, |η| < δ} ⊂ {−δ < d� < δ}

as the .δ-neighborhood of M in . Rn, see Fig. 2.12. There exists .δ0 > 0 such that . d� is 
smooth in .Dδ0(M). The idea is to approximate the integral on the manifold by integrals 
over the tubular neighborhood .Dδ(M), perform integration by parts in the usual sense, 
divide by . δ and then let . δ tend to zero. 

Let .g : Dδ0(M) → R be continuous. Then the coarea formula together with the fact 
that .|∇d�(x)| = 1, x ∈ Dδ0(M) implies 

. 

∫

Dδ(M)

g dx =
∫

Dδ(M)

g |∇d�| dx =
∫ δ

−δ

∫
Dδ(M)∩{d�=η}

g dH n−1dη, 0 < δ ≤ δ0,

so that 

.

∫

M

g dH n−1 = lim
δ→0

1

2δ

∫

Dδ(M)

g dx. (2.15)
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Let .f̂ : Dδ(M) → R be the canonical extension of f and .ν̂(z) := ∇d�(z). Then we 
infer from (2.11) and (2.14) that 

. ̂ν(x) = ν(x), P̂ (x)∇f̂ (x) = ∇�f (x), x ∈ �,

where .P̂ (z) = I − ν̂(z) ⊗ ν̂(z). Integration by parts together with (2.15) yields 

. (

∫

M

∇�f dH n−1)i = lim
δ→0

1

2δ

∫

Dδ(M)

(δij − ν̂i ν̂j )∂j f̂ dx

= lim
δ→0

1

2δ

[ ∫

∂Dδ(M)

f̂ (δij − ν̂i ν̂j )Nj dH n−1

−
∫

Dδ(M)

∂j (δij − ν̂i ν̂j )f̂ dx
]

= (∗).

Here, . N is the outer unit normal to .∂Dδ(M). In order to treat the first term we write 

. ∂Dδ(M) = {x = z ± δν(z) | z ∈ M} ∪ {x = z + ην(z) | z ∈ ∂M, |η| < δ} =: Sδ
1 ∪ Sδ

2 .

For .x ∈ Sδ
1 one has: .N(x) = ±ν(π(x)) = ±ν̂(x), which implies .(P̂N)(x) = 0. On the  

other hand, if .x = z + ην(z) ∈ Sδ
2, then .N(x) = ν∂M(π(x)) and hence . f̂ (x)P̂ (x)N(x) =

f (π(x))ν∂M
(π(x)), x ∈ Sδ

2. For the second term in . (∗) one computes .∂j δij = 0 as well as 

.∂j (ν̂i ν̂j ) = ∂j (∂id�∂j d�) = ∂j ∂id�∂j d� + �d�∂id� = �d�∂id�,



2.5 Integration by Parts on Manifolds 21

since .∂j ∂id�∂jd� = 1
2∂i |∇d�|2 = 0. Thus . (∗) together with (2.12) yields: 

. (

∫

M

∇�f dH n−1)i = lim
δ→0

1

2δ

[ ∫

Sδ
2

f̂ (P̂N)i dH n−1 −
∫

Dδ(M)

∂j (δij − ν̂i ν̂j )f̂ dx
]

=
∫

∂M

f (ν∂M)i dH n−2 +
∫

M

f �d�νi dH n−1

=
∫

∂M

f (ν∂M)i dH n−2 −
∫

M

f κνi dH n−1

which proves the first identity of the proposition. The second identity follows from the first 
one by using its i’th component for . qi and then taking the sum over i. �

In the case that .M = �, the boundary integral vanishes and we obtain the following 
useful identities: 

Corollary 2.5.2 

(a) Let .q : � → Rn be a tangential vector field , i.e. .q(z) ∈ T�(z) for all .z ∈ �. 
Then it holds: 

. 

∫

�

∇� ·q dH n−1 = 0.

(b) Let . χ be the identity map and .f : � → R be smooth. Then we have for . i =
1, . . . , n: 

.

∫

�

∇�χi ·∇�f dH n−1 = −
∫

�

κf νi dH n−1. (2.16)

(continued)
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Likewise there holds for a smooth vector field . v : � → Rn

.

∫

�

∇�χ : ∇�v dH n−1 = −
∫

�

κv ·ν dH n−1. (2.17) 

Proof 

(a) This follows from the second relation in Proposition 2.5.1, since .∂� = ∅ and . q(z) ·
ν(z) = 0, z ∈ �. 

(b) For the tangential vector field .q = f ∇�χi we have that 

. ∇� · q = ∇�f · ∇�χi + f ��χi = ∇�f · ∇�χi + f κνi

in view of Proposition 2.3.4(ii). Hence (2.16) follows immediately from (a), while 
(2.17) is obtained by applying (2.16) to the components of v. �

2.6 Evolving Surfaces 

We are mainly interested in interfaces which evolve in time.We consider a physical process 
happening in a domain .
 ⊂ Rn in a time interval .(0, T ). Assume two phases appear which 
are separated by an interface . �. Now we define some geometric quantities related to the 
evolving interface . �. 

Definition 2.6.1 A family of sets .(�(t))t∈(0,T ) is called a smoothly evolving family 
of hypersurfaces in . Rn, if  

(i) .� := {(t, x) ∈ R × Rn | t ∈ (0, T ), x ∈ �(t)} is a smooth hypersurface in 
.R × Rn, 

(ii) the tangent spaces .T�(t, x) of . � are never space-like, i.e., 

.T�(t, x) �= {0} × Rn for all (t, x) ∈ � .
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Fig. 2.13 This situation of a 
tangent space is excluded in the 
definition of a smoothly 
evolving hypersurface 

t 

T(t,x)Γ 

Γ 

x 

In the above definition and also for .�(t) we allow for surfaces with boundary. We refer 
to Fig. 2.13 for an illustration what space-like means. 

Let us fix .(t0, x0) ∈ �, x0 ∈ �(t0). Since . � is a smooth hypersurface in . R × Rn

there exists an open neighborhood U of .(t0, x0) and a smooth function .φ : U → R with 
.(φt ,∇φ) �= 0 in U and 

. U ∩ � = {(t, x) ∈ U | φ(t, x) = 0}.

Let .r > 0 be chosen so small that .(t0, x) ∈ U for .x ∈ Br(x0). Then 

. Br(x0) ∩ �(t0) = {x ∈ Br(x0) | φ(t0, x) = 0}.

Since .T�(t0, x0) = [(φt (t0, x0),∇φ(t0, x0)]⊥ we infer from (ii) in the above definition that 
.∇φ(t0, x0) �= 0. This implies that .�(t0) is a smooth hypersurface in . Rn. 

2.7 Normal Velocity and Normal Time Derivative 

We now define the velocity of a surface. As a tangential movement on the evolving surface 
does not change the geometry of the surface the crucial quantity is the normal part of the 
velocity. In order to define the normal velocity we choose a normal vector field .ν(t, ·) to 
.�(t).
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Definition 2.7.1 Let .� = (�(t))t∈(0,T ) be a smoothly evolving family of hypersur-
faces and .(t0, x0) ∈ �. 

(i) The normal velocity of . � at .(t0, x0) is defined as 

. V (t0, x0) = ν(t0, x0) · dγ

dt
(t0) ,

where .γ : (t0 − δ, t0 + δ) → Rn is a curve with .γ (t) ∈ �(t) and .γ (t0) = x0. 
(ii) Let .f : � → R be a smooth function. Then we define the normal time derivative 

of f at .(t0, x0) as 

. ∂�
t f (t0, x0) = d

dt
f (t, γ̃ (t))|t=t0,

where .γ̃ : (t0 − δ, t0 + δ) → Rn is a curve with .γ̃ (t) ∈ �(t), γ̃ (t0) = x0 and 
.
dγ̃
dt

(t0) = V (t0, x0)ν(t0, x0). 

Remark 2.7.2 

(i) In Exercise 7.3 it will be shown that a curve . γ as in (i) exists and that the 
definition of V does not depend on the choice of . γ . 

(ii) The fact that a curve . γ̃ with the properties required in (ii) exists is shown in 
Exercise 7.4. 

(iii) Since 

. ∂�
t f (t0, x0) = ∇�f (t0, x0) · (1, V (t0, x0)ν(t0, x0)),

the quantity .∂�
t f (t0, x0) is independent of the choice of . γ̃ . 

(iv) Assume that f is extended to a neighborhood of . �. Then it holds 

.∂�
t f (t0, x0) = ∂f

∂t
(t0, x0) + V (t0, x0)

∂f

∂ν
(t0, x0).



2.8 Velocity fields and material time derivatives 25

2.8 Velocity Fields and Material Time Derivatives Induced by the 
Motion of Material Points 

We now consider a family of smoothly evolving oriented hypersurfaces (with or without 
boundary) whose evolution is induced by the motion of material points. However, there 
is no need to think of real physical material points. We start with a smooth initial 
hypersurface .�(0) = �0, and assume that 

.�(t) = {x ∈ Rn | x = �(t, p) for some p ∈ �0}, (2.18) 

where .� : [0, T ] × �0 → Rn is smooth and .�(t, ·) is a diffeomorphism for all .t ∈ [0, T ]. 
As in Definition 2.6.1 we set . � := {(t, x) ∈ R × Rn | t ∈ (0, T ), x ∈ �(t)}. 

Definition 2.8.1 Let . � be as above and .(t0, x0) ∈ � with .x0 = �(t0, p0). 

(i) We define the velocity field .v : � → R
n which is induced by . � at .(t0, x0) via 

. v(t0, x0) = d

dt
�(t, p0)|t=t0 .

(ii) Let .f : � → R be a smooth function. We call 

. Dtf (t0, x0) := d

dt
f (t,�(t, p0))|t=t0

the material time derivative of f at .(t0, x0). 

Remark 2.8.2 

(i) The quantity .Dtf depends on . �. 
(ii) Assume that f is extended to a neighborhood of . �. Then it holds 

. Dtf (t, x) = ∂f

∂t
(t, x) + v(t, x) · ∇f (t, x), (t, x) ∈ �.

(iii) By .�(t, .) boundary points are mapped to boundary points. Boundary points 
.�(t, p) with .p ∈ ∂�0 hence travel with velocity .v(t,�(t, p)). We say  the  
boundary evolves with velocity v.
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Let us now assume that . �0 and hence the hypersurfaces .�(t) have an orientation given 
by a continuous normal field .ν(t, ·). For  .(t0, x0) ∈ � with .x0 = �(t0, p0) we set . γ (t) :=
�(t, p0). Clearly, .γ (t) ∈ �(t) and .γ (t0) = x0 so that the definitions of the normal velocity 
V and the velocity field v imply that 

. V (t0, x0) = ν(t0, x0) · γ ′(t0) = ν(t0, x0) · v(t0, x0).

Therefore .vτ (t0, x0) := v(t0, x0) − V (t0, x0)ν(t0, x0) ∈ T�(t0)(x0) and we call . vτ : � →
Rn the tangential velocity field induced by . �. 

Lemma 2.8.3 

(i) For a velocity field .v = V ν + vτ on . � we have 

. ∇�(t) · v = −V κ + ∇�(t) · vτ .

(ii) For a function .f : � → R it holds 

. Dtf = ∂�
t f + vτ · ∇�(t)f.

Proof 

(i) Proposition 2.5.3 implies that .∇�(t) · (V ν) = V ∇�(t) · ν = −V κ and hence 

. ∇�(t) · v = ∇�(t) · (V ν) + ∇�(t) · vτ = −V κ + ∇�(t) · vτ .

(ii) Let . f̃ be an extension of f to a neighborhood of . �. Then, the definitions of v and 
.Dtf imply that 

. Dtf = ∂f̃

∂t
+ v · ∇f̃ = ∂f̃

∂t
+ V ν · ∇f̃ + vτ · ∇f̃ = ∂�

t f + vτ · ∇�(t)f,

since .vτ · ν = 0.
�
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2.9 Jacobi’s Formula for the Derivative of the Determinant 

The following lemma will be crucial for a transport theorem which we will prove next. 

Lemma 2.9.1 Assume that .t �→ A(t) ∈ R
d×d is differentiable and .A(t) is 

invertible. Then it holds: 

. 
d

dt
detA(t) = Tr

(
A−1(t)

d

dt
A(t)

)
detA(t) .

For a proof see [57]. 

2.10 A Transport Theorem 

Theorem 2.10.1 Let � = (�(t))t∈(0,T ) be a family of evolving hypersurfaces with 
a velocity field v = V ν  + vτ on � as in Sect. 2.8. For a smooth f : � → R it holds: 

. 
d

dt

∫
�(t)

f dH n−1 =
∫

�(t)

(Dtf + f ∇�(t) · v)dH n−1

=
∫

�(t)

(Dtf + f ∇�(t) · vτ − f V κ)dH n−1

=
∫

�(t)

(∂�
t f − f V κ)dH n−1 +

∫
∂�(t)

f ν∂�(t) · vτ dH n−2 .

Proof Let F̄ : � → Rn be a local parametrization of �0 and define F : J × � → Rn by 
F(t,  θ)  := �(t, F̄ (θ)). Then F(t, ·) is a local parametrization of �(t) with 

. ∂tF (t, θ)= ∂t�(t, F̄ (θ))= v(t,�(t, F̄ (θ)))= v(t, F (t, θ))=: W(t, θ), (t, θ) ∈ J×�.

In local coordinates the metric is given as 

.gij (t, θ) = ∂θi
F (t, θ) · ∂θj

F (t, θ), i, j = 1, . . . , n − 1 .
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In addition, we define 

. G(t, θ) = (gij (t, θ))i,j=1,...,n−1 ,

g(t, θ) = detG(t, θ) ,

G−1(t, θ) = (gij (t, θ))i,j=1,...,n−1 .

With Jacobi’s formula for the derivative of the determinant we obtain 

. ∂t
√

g = 1
2g

− 1
2 Tr

(
G−1∂tG

)
detG = 1

2
√

g Tr
(
G−1∂tG

)
.

The formula 

. ∂tgij = ∂t (∂θi
F · ∂θj

F ) = ∂θi
F · ∂θj

∂tF + ∂θi
∂tF · ∂θj

F

now implies, using the symmetry of (gij ) and the Einstein sum convention: 

. ∂t
√

g = 1
2g

1
2 gij (∂θj

F · ∂θi
∂tF + ∂θj

∂tF · ∂θi
F )

= g
1
2 gij ∂θi

F · ∂θj
W .

Furthermore, if we set F̃ (t,  θ)  := f (t, F(t, θ)) = f (t,�(t, F̄ (θ))  we obtain 

. 
∂F̃

∂t
(t, θ) = Dtf (t,�(t, F̄ (θ))) = Dtf (t, F (t, θ)).

With this we obtain for a function which has his support in the image of the parametriza-
tion: 

. 
d

dt

∫
�

f dH n−1 = d

dt

∫
�

F̃
√

g dθ =
∫

�

(
∂F̃

∂t

√
g + F̃

∂
√

g

∂t

)
dθ

=
∫

�

(
∂F̃

∂t
+ F̃ gij ∂θi

F · ∂θj
W

)
√

gdθ

=
∫

�

(Dtf + f ∇� · v)dH n−1 .

Using a partition of unity we obtain the first equality for general functions f . The second 
equality follows with the help of Lemma 2.8.3. The third equality then follows with the 
integration by parts formula on manifolds, see Proposition 2.5.1. �
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2.11 Reynolds Transport Theorem 

As a corollary of the above transport theorem we obtain the classical Reynolds theorem 
of continuum mechanics. Here we consider a family .(
(t))t∈[0,T ] with .
(t) ⊂ Rn and 
interpret this as a hypersurface .
(t) × {0} ⊂ Rn+1 with normal velocity zero. 

Theorem 2.11.1 Let .(
(t))t∈[0,T ] with .
(t) ⊂ Rn be a family of domains which 
evolve with a smooth velocity field v and let .f (t, x) be a smooth function defined on 
.(
(t))t∈[0,T ]. Then it holds 

. 
d

dt

∫

(t)

f (t, x)dx =
∫


(t)

[
∂f

∂t
(t, x) + ∇ · (f (t, x)v(t, x))

]
dx .

Proof The Transport Theorem 2.10.1 yields, since .V = 0 and .v = vτ , 

. 
d

dt

∫

(t)

f dx =
∫


(t)

(
∂f

∂t
+ ∇f · v + f ∇ · v

)
dx

=
∫


(t)

(
∂f

∂t
+ ∇ · (f (t, x)v(t, x))

)
dx .

We also refer to [57] for a direct proof and precise assumptions on the smoothness of 
.(
(t))t∈[0,T ] and f . �



3 Modeling 

Abstract 

In this chapter we derive important mathematical models involving interfaces. We start 
with one of the simplest evolution problems involving an interface: the mean curvature 
flow of grain boundaries. We will then discuss the gradient flow of curvature energies, 
the Stefan problem for melting and solidification, two-phase flows and phase field 
models. All these models will be analyzed mathematically in the later chapters. 

In many physical systems an energy decreases in time. One of the simplest energies 
for a hypersurface . �̂ is the surface area of . �̂. We consider a smooth, compact, oriented 
hypersurface . �̂ in . Rn without boundary and introduce the area functional 

. E(�̂) := H n−1(�̂) =
∫

�̂

1 dH n−1 .

The goal now is to evolve . �̂ in such a way that the surface area decreases most rapidly. 
Roughly speaking this will be achieved by flowing . �̂ in the direction of the negative 
“gradient” of E. We will now introduce the concept of gradient flows first in a simple 
finite dimensional setting and then generalize the idea to the area functional. 
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3.1 Gradient Flows 

3.1.1 Gradient Flows in Rn 

For a sufficiently smooth function .� : Rn → Rwith derivative .D�x0 at the point . x0 ∈ Rn

we define the gradient .∇ �(x0) ∈ Rn such that the following identity holds 

. D�x0(v) = (∇ �(x0)) · v for all v ∈ Rn .

Now .x : [0, T ] → Rn is a solution of the gradient flow equation to . � if 

.x′(t) = −∇ �(x(t)) (3.1) 

holds for all .t ∈ [0, T ]. In particular, we have 

. 
d

dt
�(x(t)) = D�x(t)(x

′(t))

= (∇�(x(t))) · x′(t)

= −|∇ �(x(t))|2 ≤ 0

where . | . | denotes the Euclidean norm in . Rn. In particular, we obtain that .�(x(t)) can 
only decrease in time. 

For any .y : [0, T ] → Rn with .|y′(0)| = |∇ �(x(0))| and .y(0) = x(0) we have, using 
the Cauchy–Schwarz inequality, 

. 
d

dt
�(y(t))|t=0 = (∇ �(y(0))) · y′(0)

= (∇ �(x(0))) · y′(0)

≥ −|∇ �(x(0))|2

with an equality if and only if 

. y′(0) = −∇ �(x(0)) .

This shows that among all possible directions, the direction .−∇ �(x(0)) decreases . �most 
efficiently.
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3.1.2 Minimizing Movements for Gradient Flows 

For gradient flows one can define an energy-driven implicit time discretization for the 
approximation of solutions to gradient flows. The idea has been introduced by De Giorgi. 
For a detailed discussion of gradient flows and minimizing movements we refer to the 
book by Ambrosio, Gigli and Savaré [8]. We here only describe the idea in the simple case 
of gradient flows in . Rn. However in Sect. 5.6 we will discuss a more complex situation in 
which the idea of minimizing movements for gradient flows is used for interface problems. 
In addition, the idea can also be used for the phase field models discussed in Sect. 3.8. 

We now consider the gradient flow (3.1). Given . x0 and .δ > 0 we define recursively . xk

as a minimizer of 

. minFδ
k (x) :=

{
�(x) + 1

2δ
|x − xk−1|2

}
.

We now interpret . xk as the solution at time . kδ and extend the values to a function . uδ on 
.[0,∞) as a piece-wise constant function such that . uδ is constant on .[kδ, (k + 1)δ) for 
.k = 0, 1, 2, 3, ... . Under appropriate assumptions the minimizer . xk fulfills . ∇Fδ

k (xk) = 0
which implies 

.
xk − xk−1

δ
= −∇�(xk) (3.2) 

which can be interpreted as an implicit time discretization of (3.1). Equation (3.2) implies

. 
uδ(t) − uδ(t − δ)

δ
= −∇�(uδ(t)).

Assuming that . uδ has a limit u as . δ tends to 0 (in an appropriate sense) we obtain by 
formally passing to the limit in the above identity that 

. u′(t) = −∇�(u(t)).

As it is in general very easy to obtain, under appropriate assumptions, solutions to 
variational problems the minimizing movement approach is very attractive both from an 
analytical as well as from a numerical point of view.
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3.2 First Variation of Area 

In order to define the gradient of 

. E(�̂) := H n−1(�̂) =
∫

�̂

1 dH n−1

we first of all need to determine the first variation (the “derivative”) of the area functional. 
We always consider a smooth, compact, oriented hypersurface . �̂ in . Rn without boundary. 

In order to compute a directional derivative of E we need to embed . �̂ in a one-parameter 
family of surfaces. This will be achieved with the help of a smooth vector field . ζ : Rn →
Rn. We define 

.�(t) := {x + tζ(x) | x ∈ �̂} , t ∈ R (3.3) 

and observe that .�(0) = �̂. Using the Transport Theorem 2.10.1 we obtain (note that 
.v = ζ on . �̂) 

. 
d

dt
E(�(t))|t=0 =

∫
�̂

(∇� · vτ − V κ)dH n−1

with .V = ζ · ν and .vτ = ζ − (ζ · ν)ν. As . �̂ has no boundary, Corollary 2.5.2(a) gives 

. 
d

dt
E(�(t))|t=0 = −

∫
�̂

V κdH n−1 .

3.3 Mean Curvature Flow as a Gradient Flow of the Area Functional 

We formally endow the space . M of all closed, oriented hypersurfaces . �̂ in . Rn with a 
tangent space which consists of all possible normal velocities, i.e., we set 

. TM (�̂) = {V : �̂ → R} .

We refer to the book of Prüss and Simonett [129] for a rigorous discussion. A function 
.V : �̂ → R arises as a “tangent” vector, i.e. as a differential of a curve in . M , if we  
consider a vector field .ζ : Rn → Rn such that .ζ · ν = V on . �̂ and define .�(t) as in (3.3) .
One natural choice of an inner product on .TM (�̂) is given by 

.〈v1, v2〉L2 =
∫

�̂

v1v2 dH n−1 for all v1, v2 ∈ TM (�̂) .
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Now the gradient .gradM E of E needs to fulfill 

. 〈gradM E,V 〉L2 = d

dt
E(�(t))|t=0 = −

∫
�̂

κV dH n−1

for all .V : �̂ → R. We hence obtain 

. gradM E = −κ

and the gradient flow of the area functional E is the mean curvature flow 

. V = κ .

More precisely, we say that a smooth one–parameter family .(�(t))t≥0 of hypersurfaces in 
. Rn solves .V = κ if for a local parametrization .F(t, p), .p ∈ U , .U ⊂ Rn−1 open, it holds 
that 

. ∂tF · ν = κ .

In particular, we obtain 

. 
d

dt
H n−1(�(t)) = −

∫
�(t)

κ2 ≤ 0 .

For more information on mean curvature flow we refer to the articles by Ecker [59] and 
the books [32, 58, 94, 116]. 

3.4 Anisotropic Energies and Their Gradient Flows 

In the introduction we mentioned crystal growth as one important situation in which 
interfaces appear. We also already introduced interfacial energies given as the total surface 
area of the interface. However, often the interfacial energy is anisotropic meaning that 
the density of the interfacial energy depends on the local orientation of the interface. 
This happens for example for crystals as depending on the crystal structure it might be 
energetically favorable to have an interface in certain directions, see, e.g. Fig. 1.1. The  
local orientation of an interface can be identified with the normal . ν to the interface. We 
will now choose a positive function .γ : Sn−1 → (0,∞), .Sn−1 being the unit sphere, such 
that .γ (ν) gives the local interfacial energy density. A typical anisotropic energy has the 
form 

.Eγ (�̂) =
∫

�̂

γ (ν) dH n−1(x) (3.4)
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where . �̂ is a closed orientable hypersurface. Here . γ describes how “expensive” it is to 
have an interface with normal . ν. It will be convenient to extend . γ from the unit sphere 
.S

n−1 to . Rn via 

.γ (λp) = λγ (p) for all p ∈ S
n−1, λ > 0, (3.5) 

so that . γ is positively homogeneous of degree one. We assume from now on that . γ ∈
C2(Rn \ {0}). Under this assumption we can differentiate the identity (3.5) with respect to
. λ to obtain 

.γ ′(p) · p = γ (p) for all p ∈ Rn \ {0} , (3.6) 

where . γ ′ is the gradient of . γ . In the isotropic case, .γ (p) = |p|, and so .γ ′(p) = p
|p| . 

We refer to [24, 82, 146] for more details on anisotropic energies in materials science and 
geometry. 

We can formulate an isoperimetric problem for the surface energy . Eγ . The problem is 
to find a shape which minimizes . Eγ under all shapes with a given enclosed volume. In 
order to do so, one defines the dual function 

. γ ∗(q) = sup
p∈Rn\{0}

p · q

γ (p)
for all q ∈ Rn .

Then the solution of the isoperimetric problem is, up to a scaling, the Wulff shape 

. W = {q ∈ Rn : γ ∗(q) ≤ 1} ,

see [82] and the references therein for more details. This is the 1-ball of . γ ∗ and we also 
define the 1-ball of . γ

. F = {p ∈ Rn : γ (p) ≤ 1} ,

which is called Frank diagram. We refer to Figs. 3.1, 3.2 and 3.3 for examples. 
We now want to compute the first variation of the energy functional . Eγ . To do so we  

first need to be able to compute for an evolving hypersurface the time derivative of the 
normal. This will be done in the following lemma.
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Fig. 3.1 Frank diagram and Wulff shape in . R2 for the .l1-norm, .γ ( p) = ∑2
i=1 |pi |, left, and for 

the weighted norm .γ ( p) = ( p · G p)
1
2 , .G = 1

4

(4 0
0 1

)
, right 

Fig. 3.2 Frank diagrams and Wulff shapes for different choices of the anisotropy, see [23] for details 

Fig. 3.3 Frank diagrams and Wulff shapes for different choices of the anisotropy, see [23] for details 

Lemma 3.4.1 Let .(�(t))t∈(0,T ) be a smoothly evolving family of orientable hyper-
surfaces with velocity v, normal velocity V and normal . ν. Then it holds for the 
material time derivative 

.Dtν = −(∇�v)T ν (3.7) 

and for the normal time derivative we have

.∂�
t ν = −∇�V . (3.8)
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Proof Let .F : J × U → Rn be smooth with .U ⊂ Rn−1 and .J ⊂ (0, T ) an interval such 
that .F(t, .) is a local smooth parametrization of .�(t) and 

. Ft(t, θ) = v(t, F (t, θ)), for all θ ∈ U, t ∈ J ,

see also the proof of Theorem 2.10.1. Defining the tangential vectors . τi via . τi(t, F (t, θ)) =
∂iF (t, θ), i = 1, ..., n − 1, we now compute, using that .ν · τi = 0, 

. (Dtν) · τi = −ν · Dtτi = −ν · ∂t∂iF

= −ν · ∂i∂tF = −ν · ((∇�v) τi)

= −
(
(∇�v)T ν

)
· τi .

This shows the tangential part of the identity (3.7) . We now notice that

. Dtν · ν = 1
2Dt |ν|2 = 1

2Dt1 = 0.

As .ν · ((∇�v)T ν) = ((∇�v)ν) · ν and since the tangential gradient is orthogonal to . ν we 
obtain that also the normal parts in (3.7) are equal. This gives the first identity.

The second identity follows from

. ∂�
t ν = Dtν − (∇� ν) vτ = Dtν − (∇�ν)T vτ = −(∇� v)T ν − (∇� ν)T vτ

= −(∇� v)T ν − (∇� ν)T v = −∇� (v · ν) = −∇� V on �(t) ,

where we used the formula (3.7) for the time derivative of the normal. ��

Before we compute the first variation of the functional . Eγ we first show how the energy 
. Eγ changes along an evolving hypersurface. 

Theorem 3.4.2 Let .(�(t))t∈(0,T ) be a smoothly evolving family of orientable 
hypersurfaces without boundary and let . ν be the normal vector field. Then we obtain 

.
d

dt
Eγ (�(t)) = −

∫
�(t)

κγ V dH n−1 (3.9) 

where .κγ = −∇� · γ ′(ν) is called anisotropic mean curvature or weighted mean 
curvature.
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Proof Using the Transport Theorem 2.10.1, the identity (3.6), Lemma 3.4.1 and the 
integration by parts formula on hypersurfaces from Proposition 2.5.1 we compute 

.
d

dt
Eγ (�(t)) =

∫
�(t)

∂�
t γ (ν) − V κγ (ν)dH n−1

=
∫

�(t)

γ ′(ν)∂�
t ν − γ ′(ν) · ν V κ dH n−1

=
∫

�(t)

(−γ ′(ν)) · ∇�V + ∇� · (γ ′(ν)V ) dH n−1

=
∫

�(t)

V ∇� · γ ′(ν) dH n−1

= −
∫

�(t)

κγ V dH n−1.

��

We remark that . κγ is the mean curvature in the isotropic case which is given as .γ (ν) = |ν|. 
In this case . Eγ is the surface area and we have .−∇� · γ ′(ν) = −∇� · ν = κ . 

In order to compute a directional derivative of . Eγ we embed a hypersurface . �̂ in a 
one-parameter family of surfaces. This will be achieved as in Sect. 3.2 with the help of a 
smooth vector field .ζ : Rn → Rn. We define 

.�(t) := {x + tζ(x) | x ∈ �̂} , t ∈ R . (3.10) 

Using Theorem 3.4.2 we obtain that 

.
d

dt
Eγ (�(t))|t=0 = −

∫
�̂

κγ V dH n−1, (3.11) 

where .V = ζ · ν. Analogously as in Sect. 3.3 we obtain from Theorem 3.4.2 that 

.V = κγ (3.12) 

is the gradient flow of . Eγ .
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3.5 The Gradient Flow of the Willmore Functional 

In this section we want to compute the .L2-gradient flow of the Willmore functional 

.EW(�̂) = 1

2

∫
�̂

κ2(x) dH n−1(x). (3.13) 

In order to do so we need some geometric results.

Lemma 3.5.1 

(i) Let . �̂ be an orientable .C3-hypersurface with normal field . ν. Then it holds that 

.∇�κ = −�ν − |∇�ν|2ν on �̂. (3.14) 

(ii) Let .(�(t))t∈(0,T ) be a family of evolving hypersurfaces with normal vector field 
.ν(t, ·) and mean curvature .κ(t, ·). Then it holds 

.Dtκ = �V + V |∇�ν|2 + vτ · ∇�κ on �(t) , . (3.15) 

∂�
t κ = �V + V |∇�ν|2 on �(t). (3.16) 

Here .|A| = √
tr(AT A) is the Frobenius norm of a matrix A. 

The proof is left to an exercise, see Chap. 7 for some hints. We are now in a position to 
compute the first variation of . EW . 

Theorem 3.5.2 Let .� = (�(t))t∈(0,T ) be a family of smoothly evolving closed and 
orientable hypersurfaces. Then it holds that 

.
d

dt
EW(�(t)) =

∫
�(t)

(�κ + κ|∇�ν|2 − 1

2
κ3)V dH n−1. (3.17)
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Proof Using the Transport Theorem 2.10.1, Lemma 3.5.1 and the integration by parts 
formula on hypersurfaces from Proposition 2.5.1 we compute 

. 
d

dt
EW(�(t)) =

∫
�(t)

κ(∂�
t κ − 1

2
κ2V ) dH n−1

=
∫

�

κ(�V + V |∇�ν|2 − 1

2
κ2V ) dH n−1

=
∫

�

(�κ + |∇�ν|2κ − 1

2
κ3)V dH n−1.

Here we used that the surfaces .�(t) have no boundary. ��

With the help of the variations 

.�(t) := {x + tζ(x) | x ∈ �̂} , t ∈ R (3.18) 

we obtain similarly as in the sections before

.V = −�κ − |∇�ν|2κ + 1

2
κ3 (3.19) 

as the .L2-gradient flow of .EW which is known as Willmore flow. 

3.6 The Stefan Problem 

Interfaces in the natural sciences typically appear when the phase of a physical state 
changes. An example is melting and solidification of water or of a metal. This phenomenon 
is described by the Stefan problem. In the case of melting and solidification different 
phases differ in the constitutive relation between internal energy and temperature. We will 
now discuss this aspect for the solid-liquid phase transition with the help of a simple 
constitutive relation. For the internal energy we set 

.u(θ) =
⎧⎨
⎩

cV θ in the solid phase,

cV θ + L in the liquid phase,
(3.20) 

where . θ is the temperature, u is the internal energy, . cV is the specific heat and L is the 
latent heat. This constitutive relation reflects the following experimentally verified fact. 
There are temperatures at which energy can be supplied to a system without an increase 
of the temperature. At such a temperature a phase transition occurs. The energy needed to 
change the phase is called latent heat. In the above constitutive relation the latent heat is
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Γ 

Ω�

ν n 

Ωs 

Fig. 3.4 Illustration of the geometry in the Stefan problem 

called L. At the transition from solid to liquid at the melting temperature the latent heat 
is needed to enable the body to melt and hence to change its phase. This effect is used 
when you cool a liquid with ice cubes as the melting ice cubes withdraws heat from the 
surrounding. 

We now consider a domain .� ⊂ Rn which is at each time .t ∈ [0, T ] divided into a 
solid phase .�s(t), a liquid phase .�l(t) and an interface .�(t), see Fig. 3.4. For all domains 
.U ⊂ � the energy conservation law in this case is given as 

. 
d

dt

∫
U

ρudx +
∫

∂U

q · n dH n−1 = 0,

where . ρ is the constant mass density, q is the heat flux and n is the outer unit normal to 
. ∂U . This identity has to hold for all smooth, open .U ⊂ �. 

3.6.1 Governing Equations in the Bulk 

If U lies completely in the solid or in the liquid and if u and q are smooth we obtain with 
the help of the divergence theorem 

. 

∫
U

(∂t (ρu) + ∇ · q)dx = 0

and as this identity has to hold for all open and smooth U the fundamental theorem of the 
calculus of variations gives 

.∂t (ρu) + ∇ · q = 0
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pointwise in the solid and liquid phases. In the following we always assume that 

.q = −λ∇θ , (3.21) 

i.e., there is a heat flux from regions of high temperature to regions of low temperature.
This is in accordance with every day experience and experimental facts. In addition, we
assume for simplicity that . λ and the specific heat . cV are constant and are in particular the 
same in both phases. This implies that the heat equation 

.ρcV ∂t θ = λθ (3.22) 

is fulfilled in both phases.
Which equations should be postulated at the phase boundary? 
Equation 1: The temperature . θ is continuous across the phase boundary. 
In most cases this assumption holds and is motivated from experiments and thermody-

namics. This is also the working principle of a thermometer. 
Another equation follows from the fact that . ρu jumps at the interface. In order to deal 

with this we make the following assumption. 
Assumption: The latent heat L is constant and in particular does not depend on . θ . 
The internal energy and hence the integrand .ρu are discontinuous at the phase 

boundary, cf. Eq. (3.20), and in the term .
d
dt

∫
�

ρu dx we cannot interchange the time 
derivative and the integral. In order to interchange time derivative and integral we need 
the following form of the transport theorem. 

3.6.2 Another Transport Theorem 

Theorem 3.6.1 (Transport Theorem) Let Q = (0, T  )  × � where T >  0 and
� is a bounded Lipschitz domain in Rn. We further assume that � in Q is a 
smoothly evolving hypersurface such that for all t ∈ (0, T  )  the hypersurfaces �(t) 
are compact subsets of � which separate domains �s(t) and �l(t). Furthermore, 
we define domains Qs = {(t, x) | with t ∈ (0, T  )  and x ∈ �s(t)} and Q� = 
{(t, x) | with t ∈ (0, T  )  and x ∈ ��(t)} and choose the unit normal ν to �(t) to 
be pointing into the set ��(t). In addition, let u : Q → R be such that u|Q�

and 
u|Qs have extensions on Q� and Qs which are continuously differentiable. Under 

(continued)
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these assumptions it holds that 

.

d

dt

∫
�

u(t, x) dx =
∫

��(t)

∂tu(t, x) dx +
∫

�s(t)

∂tu(t, x) dx

−
∫

�(t)

[u]�sV dH n−1 .

(3.23) 

Here we set for x ∈ �(t)

. [u]�s (t, x) := lim
y→x

y∈��(t)

u(t, y) − lim
y→x

y∈�s(t)

u(t, y) .

This theorem can be shown with the help of the Reynolds Transport Theorem 2.11.1 
from Chap. 2 (apply it for the individual phases separately) or with the divergence theorem, 
see [57, Section 7.3]. 

3.6.3 Governing Equations on the Interface 

We now consider a domain .U ⊂ � with smooth boundary. From the identity 

. 
d

dt

∫
U

ρu dx +
∫

∂U

q · n dH n−1 = 0

it follows with the help of the transport theorem, the divergence theorem, and the energy 
conservation in the solid and liquid phase 

. 0 =
∫

U

(ρ ∂tu + ∇ · q) dx +
∫

U∩�(t)

( − ρ[u]�sV + [q]�s · ν
)
dH n−1

=
∫

U∩�(t)

( − ρ[u]�sV + [q]�s · ν
)
dH n−1 .

The above identity hence holds for arbitrary relatively open subsets of .�(t) and we obtain 
the following local form of the energy conservation law on the free boundary 

.ρ[u]�sV = [q]�s · ν on �(t) . (3.24)
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This condition corresponds to the Rankine–Hugoniot condition for hyperbolic conser-
vation laws and in the context of phase transitions it is called the Stefan condition. Using  
the definition of u we deduce 

. [u]�s = (cV θ + L − cV θ) = L .

Now, let . qs and . q� be the fluxes in . �s and . ��, respectively, and .νs = ν, .ν� = −ν the outer 
unit normals to . �s and . ��, respectively. Altogether we obtain 

. q� · ν� + qs · νs = −ρLV .

In particular this means that if .q� ·ν�+qs ·νs is positive the solid is melting. The expression 
on the left-hand side gives the total heat supplied by the two phases at the phase boundary. 
The more heat enters the phase boundary the quicker the melting process will be and the 
velocity of the phase boundary is proportional to the total energy flux into the interface. 
The heat entering the phase boundary yields the latent heat that is needed for the formation 
of the new liquid phase region. If the total energy flux into the phase boundary is negative 
heat is withdrawn from the phase boundary and the liquid solidifies. This implies that the 
latent heat is set free which compensates the negative total energy flux. So far we have two 
conditions at the interface .�(t) (for simplicity we set .λ = ρ = cV = L = 1) 

• . θ is continuous, 
• .V + [∇θ ]ls · ν = 0. 

However, the heat equations in the liquid and solid phases each need one boundary 
condition and the normal velocity is another degree of freedom at the interface. So far 
we have two equations and there are different possibilities to fix the remaining degree of 
freedom. 

Possibility I: .θ = θM with . θM being the melting temperature. 
In this case we obtain the following problem: Find a liquid phase . Q�, a solid phase . Qs , 

a free boundary . �, separating the two phases, and a temperature .θ : Q → R such that 

.∂t θ − θ = 0 in Qs ∪ Q� , . (3.25) 

V + [∇θ ]�s · ν = 0 on � , . (3.26) 

θ = θM on � . (3.27) 

In addition, we need to specify initial conditions for . θ and . �, and for . θ we also require 
boundary conditions on . ∂�. In the following we set the heat flux through the boundary to 
zero, i.e., 

. − ∇θ · n = 0 on (0, T ) × ∂� .
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Considering the condition (3.26) we notice that . ∇θ has to jump across . � whenever . V �= 0
holds. This is the case if the phase boundary is moving in time. 

The free boundary problem (3.25) –(3.27) is the classical Stefan problem for melting
and solidification. In this model, as stated above, one requires that in the solid phase . θ <

θM holds and that in the liquid phase .θ > θM is true. In this case we can write the Stefan 
problem in a compact form which is called the enthalpy formulation 

.∂t

(
θ + χ{θ>θM }

) = θ . (3.28) 

The expression .χ{θ>θM } is the characteristic function of the set .{(t, x) | θ(t, x) > θM}, i.e., 
.χ{θ>θM } is 1 in the liquid phase and 0 in the solid phase. This formulation follows from 
the identity .u(θ) = θ + χ{θ>θM }. Due to the fact that .χ{θ>θM } is not differentiable it is not 
possible to interpret Eq. (3.28) in a classical sense. Hence we interpret the identity (3.28) 
in a distributional sense, i.e., for all .ζ ∈ C∞

0 (Q), .Q = (0, T ) × � we require 

.

∫
Q

((
θ + χ{θ>θM }

)
∂t ζ + θζ

)
dx dt = 0 . (3.29) 

We now seek a function .θ(t, x) which fulfills (3.28) in a distributional sense. Having 
determined . θ we obtain the liquid and the solid phase a posteriori as the sets . ��(t) =
{x | θ(t, x) > θM} and .�s(t) = {x | θ(t, x) < θM}. The phase boundary is given 
as .�(t) = {x | θ(t, x) = θM}. However, there are situations in which .�(t) is not a 
hypersurface anymore and has a nonempty interior. In such a situation one says that a 
“mushy region” has formed. 

Introducing the quantity 

. e =
⎧⎨
⎩

θ for θ ≤ θM ,

(θ + 1) for θ > θM

and defining 

. β(e) :=

⎧⎪⎪⎨
⎪⎪⎩

e for e < θM ,

θM for θM ≤ e ≤ (θM + 1) ,

(e − 1) for e > (θM + 1) ,

we can formally rewrite Eq. (3.28) as  

.∂t e = β(e) . (3.30) 

Here it is important to notice that . β is not strictly monotonically increasing. As a 
consequence the formulation (3.30) leads to a degenerate parabolic equation. For the
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numerical approximation of solutions to the Stefan problem the formulation (3.30) on  
the other hand has many advantages. In particular, a simple explicit time discretization can 
be used to construct approximate solutions. 

In Exercise 7.9 you show that the distributional formulation (3.29) leads to the Stefan
condition

. V = −[∇θ ]ls · ν

which has to hold on the interface . �. 
Possibility II: So far we assumed that the liquid phase is characterized by . θ > θM

and that the solid phase is characterized by .θ < θM . In fact, it is possible that liquids 
are undercooled and that solids are superheated. It may happen, for instance, that liquids 
remain in the liquid phase even when the temperature in the liquid is below the melting 
temperature. We now set .u = θ − θM . It is noticed in physics that the surface energy and 
the velocity of the interface have an effect on the temperature at the interface. In fact on . �

one considers 

.βV = γ κ − u (3.31) 

with .γ, β ≥ 0 instead of .u = 0. The  term .βV takes kinetic undercooling into account and 
the term . γ κ allows for curvature undercooling. In fact due to both terms, e.g. water can 
freeze well beneath the melting temperature. 

In fact Eq. (3.31) can be interpreted as a forced mean curvature flow equation where the
right hand side u has to be computed as a solution of heat equations in solid and liquid.

Mushy regions as in the case of Possibility I do not appear in this case. We also remark
that the condition .θ = θM in the case of undercooling leads to very unstable situations. 
One observes in the case without capillary term . γ κ and strong undercooling very unstable 
phase boundaries. Prescribing Eq. (3.31) implies that the formation of new surface costs
energy and one obtains that the capillary term has a stabilizing effect such that small
wavelengths in perturbations of the interface are damped.

The fact that strongly undercooled fluids have very unstable phase boundaries yields
very bifurcated phase boundaries. Many solidification fronts lead to dendritic (tree-like)
structures. Variants of the Stefan problem above are used to explain the diverse patterns
observed in snow crystal growth (see, e.g., Libbrecht [109], Barrett, Garcke, Nürnberg [18] 
and Fig. 1.2). 

3.7 Mathematical Modeling of Two-Phase Flows 

In this section we derive a mathematical model to describe two phase flow. The situation is 
depicted in Fig. 3.5. One considers the flow of two incompressible, immiscible fluids (for 
instance oil and water or a gas bubble rising in water) separated by a sharp and smooth
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Fig. 3.5 Setting for two phase 
flow 

interface .�. Either phase has its constant mass density and viscosity, respectively. The 
model will be derived from basic balance laws. The modeling is rather classical, see for 
instance [138]. 

The overall domain . � is divided into the two phases, .�1(t), .�2(t) and an interface 
.�(t) separating the two phases. Our model is based on the balance equations for mass and 
momentum. We proceed analogously as in Sect. 3.6. Consider the mass density of some 
generic extensive thermodynamical quantity a. Let  .U ⊂ � be an open test volume. We 
assume that in addition to the boundary term, which one gets from Reynolds’ transport 
theorem, there is a diffusive flux . qd at the boundary and in turn the rate of change of . ρa in 
U is given by 

.
d

dt

∫
U

ρa dx =
∫

∂U

−(
ρau + qd

) ·n dH n−1 +
∫

U

f dx +
∫

�∩U

f� dH n−1. (3.32) 

Here, . ρ denotes the density of the fluid, . u the fluid velocity, . qd denotes the diffusive flux 
of a, f denotes bulk sources and sinks, . f� is a possible boundary density of sources and 
sinks and n is the outward pointing unit normal of . ∂U . 

Assuming the open test volume U to be completely contained in one of the phases 
.�1(t), .�2(t), applying Gauss’ theorem to Eq. (3.32) yields

.

∫
U

(∂t (ρa) + ∇ · (qd + ρau) − f ) dx = 0. (3.33) 

Since Eq. (3.33) holds for arbitrary open test volumes .U ⊂ (�1(t) ∪ �2(t)) it follows that 
for all t 

.∂t (ρa) + ∇ · (qd + ρau) = f in �1(t) ∪ �2(t). (3.34) 

We now set .a = 1, .qd = 0 and .f = 0 in Eq. (3.34) to obtain the equation for the balance
of mass:

.∂tρ + ∇ · (ρu) = 0 in �1(t) ∪ �2(t) for all t. (3.35) 

Combining the last two equations finally yields the generic balance equation

.ρ(∂ta + u ·∇a) + ∇ ·qd = f in �1(t) ∪ �2(t) for all t. (3.36)
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In a similar way, but working with a test volume intersecting . � and being transported by 
the flow field one derives the balance equations for the generic quantity a on the interface 
. � as in Sect. 3.6.2: 

.[ρa(u ·ν − V ) + qd ·ν]l2l1 = f� on �(t) for all t. (3.37) 

Here .[.]l2l1 denotes a jump of a quantity across the interface and we subtract the value in 
phase . l1 from the values in phase . l2 and . ν is the unit normal on .�(t) pointing into .�2(t). 
We will always assume that the fluid velocity is continuous, i.e., .[u]l2l1 = 0, and the interface 
is transported with the fluid velocity, i.e., .u ·ν = V . We hence obtain from (3.37) 

.[qd ·ν]l2l1 = f� on �(t) for all t. (3.38) 

3.7.1 Conservation of Mass for Individual Species 

The equation for the conservation of mass was already derived for the overall mass density 
of the fluid . ρ, see  Eq. (3.35) . As we assume incompressibility,

.∇ ·u = 0, (3.39) 

it follows that (under appropriate initial and boundary conditions) the density in either
phase is constant.

3.7.2 Conservation of Momentum 

Inserting .a = u in Eq. (3.36) yields the equation for the conservation of momentum.
According to Cauchy’s Theorem [57, 88, 102], stresses acting on the surface S of a test 
volume are given by . TνS , where . T is the symmetric stress tensor and . νS the outward 
pointing normal of S. Therefore, . −T defines the diffusive flux of momentum in Eq. (3.36) .
The stress tensor . T can be decomposed into a volumetric part and a viscous part: 

. T = −pI + τ ,

where p is called the pressure and . τ the viscous stress tensor. We assume a Newtonian 
fluid, i.e., we assume . τ to be of the form 

. τ = μ
(
∇u + (∇u)T − 2

3
(∇ ·u)I

)
+ η(∇ ·u)I = 2μD(u) + (η − 2

3
μ)(∇ ·u)I = 2μD(u)

where .μ ≥ 0 is the dynamic viscosity, . η is the bulk viscosity and . D(u) = 1
2

(∇u + (∇u)T
)

is the rate of strain tensor.
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Combining all the above leads to the Navier–Stokes equations in either phase: 

.ρi(∂tu + u ·∇u) − μiu + ∇p = f in �i, i = 1, 2, . (3.40) 

∇ ·u = 0 in �i. (3.41) 

Here, we have used the fact that for a solenoidal vector field, i.e. .∇ · u = 0, it holds: 
.2∇ ·D(u) = u. 

3.7.3 Jump Condition at the Interface 

Set .a = u and .qd = −T. Moreover, we assume, as stated before, the continuity of . u across 
. �, i.e., .[u]l2l1 = 0. Then from Eq. (3.37) we derive the jump condition across . �: 

.[−Tν]l2l1 = f�. (3.42) 

It remains to determine . f� . 

3.7.4 Surface Tension 

Because of the different bindings, in order to move a molecule from the bulk to the surface, 
a certain amount of energy is required. This means, if the surface area is enlarged, energy 
has to be invested. This energy has to be always understood as an energy between two 
phases (for example between water and air) (Figs. 3.6, 3.7, and 3.8). As a consequence we 

Fig. 3.6 Experimental observation leading to an evidence for surface tension. By pulling on the 
stirrup, work is performed against the surface tension. The surface tension can then be calculated 
from the pulling force on the stirrup before the liquid film breaks off. The figure is taken from 
https://commons.wikimedia.org/w/index.php?curid=930591

https://commons.wikimedia.org/w/index.php?curid=930591
https://commons.wikimedia.org/w/index.php?curid=930591
https://commons.wikimedia.org/w/index.php?curid=930591
https://commons.wikimedia.org/w/index.php?curid=930591
https://commons.wikimedia.org/w/index.php?curid=930591
https://commons.wikimedia.org/w/index.php?curid=930591
https://commons.wikimedia.org/w/index.php?curid=930591
https://commons.wikimedia.org/w/index.php?curid=930591
https://commons.wikimedia.org/w/index.php?curid=930591
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Fig. 3.7 Experimental observations as an evidence for surface tension. The surface tension of water 
carries water striders and a paper clip. The picture of the water striders was taken by Markus 
Gayda, see https://de.wikipedia.org/wiki/Datei:Wasserl%C3%A4ufer_bei_der_Paarung_crop.jpg 
for details. For the paper clip see https://www.wikiwand.com/de/Oberfl%C3%A4chenspannung# 
Media/Datei:Surface_Tension_01.jpg 

surface 

fluid 

molecule 

bond 

Fig. 3.8 Simple model for an explanation of surface tension 

note that 

the surface as such has an energy. 

In the simplest case we have 

. Surface energy ∼ area of the surface.

So, let . �̂ be a possible interface between the two phases. We define the energy 

. Eγ (�̂) =
∫

�̂

γ dH n−1

with .γ > 0 the coefficient of surface tension. The simplest case is of course to assume 
.γ ≡ constant. We refer to Fig. 3.9 for values of the surface tension coefficient of different 
materials (for an interface between these materials and air). However, . γ may depend 
on many parameters like temperature or density of a surfactant. For the temperature

https://de.wikipedia.org/wiki/Datei:Wasserl%C3%A4ufer_bei_der_Paarung_crop.jpg
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Fig. 3.9 Values of the surface 
tension coefficient . γ for some 
materials at . 20 ◦C 

fluids surface tension 

in mN/m = 10− 3  N/m

-Pentan 16,00

-Hexan 18,40 

Ethanol 22,55 

Methanol 22,60 

Aceton 23,30 

Benzol 28,90 

Ethylenglycol 48,4 

Glycerin 63,4 

water at 80◦ C 62,6 

water at 50◦ C 67,9 

water at 20◦ C 72,75 

mercury at 18◦ C 471,00 

mercury at 20◦ C 476,00 

dependence of the surface tension the famous Eötvös rule says that the surface tension 
is an affine linear function of the temperature. This rule is approximately fulfilled for 
most liquids and is especially nearly fulfilled for the water-air interface for temperatures 
between zero and .100 ◦C, see Fig. 3.10. 

Note that since . Eγ has the physical unit of energy, it follows that the physical unit of . γ

is force by length. We have 

. [Eγ ] = N ·m ⇒ [γ ] = N

m
.

Principle of Virtual Work 
How can one derive forces . f� from energies? We want to use the principle of virtual work 
to derive the force . f� from the energy .Eγ (�̂). We will first look at a toy example. Consider 
a mass point x starting at .x = x0 = 0 (Fig. 3.11). 

Now, x is moved along a curve X from . x0 to . xs against a force field . F̃ : 

.X : [0, s] → Rn, X(0) = x0 = 0, X(s) = xs.
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Fig. 3.10 Example: Temperature dependence of the surface tension . γ for the water/air interface. 
The figure is created by Stan J Klimas, see https://commons.wikimedia.org/w/index.php?curid= 
6742054 

Fig. 3.11 Path of a mass point against a force field 

The invested energy is 

. 

s∫

0

F̃ (X(τ)) ·X′(τ ) dτ =
s∫

0

(F̃ ◦ X) · dX

dτ
dτ =:

s∫

0

(F̃ ◦ X) ·dX,

which means x has gained the energy 

.E(X(s)) − E(x0) =
s∫

0

F̃ (X(τ)) ·X′(τ ) dτ.

https://commons.wikimedia.org/w/index.php?curid=6742054
https://commons.wikimedia.org/w/index.php?curid=6742054
https://commons.wikimedia.org/w/index.php?curid=6742054
https://commons.wikimedia.org/w/index.php?curid=6742054
https://commons.wikimedia.org/w/index.php?curid=6742054
https://commons.wikimedia.org/w/index.php?curid=6742054
https://commons.wikimedia.org/w/index.php?curid=6742054
https://commons.wikimedia.org/w/index.php?curid=6742054
https://commons.wikimedia.org/w/index.php?curid=6742054
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Upon differentiating we get 

. 
d

ds
E(X(s))|s=0 = E′(x0)X′(0) = F̃ (0) ·X′(0).

We now define the velocity .v := X′(0). 
Let us denote the repelling force . F in .x0 = 0 as .F := −F̃ (0). Thus 

. E′(x0)v = −F ·v = −〈F, v〉,

where .〈·,·〉 = is the Euclidean inner product. 
Now, we look at the other way round: Assume E and its first derivative in direction v 

(“infinitesimal displacement”) for all .v ∈ Rn are known. Then the force is given by 

.F · v = −E′(x0)v = −DvE(x0). (3.43) 

We now want to apply the principle of virtual work to derive the surface tension force. As
energy we take the surface energy:

. Eγ (�̂) =
∫

�̂

γ (x) dH n−1(x).

The single infinitesimal displacement has to be replaced by the displacement field . ζ : �̂ →
Rn. As in Sect. 3.2 we define perturbed surfaces 

. �(s) := {x + sζ(x) | x ∈ �̂}.

When perturbing the surface we also need to transport the surface tension coefficient . γ . 
This we do in the same way as [36] by transporting the values .γ (x) for .x ∈ �̂ along 
.x + sζ(x). This means we obtain 

. Dsγ = 0,

where . Ds is the material time derivative. With 

. �ζ (s, x) = x + sζ(x) for x ∈ �̂

we define 

.�ζ (s, ·) as the inverse of �ζ (s, ·)
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as well as the perturbed energies 

. Eγ (�(s)) :=
∫

�(s)

γ (�ζ (s, y)) dH n−1(y).

As we transport .γ (x) for .x ∈ �̂ along the path .s �→ x + sζ(x) we obtain 

. �ζ (s, y) = x if and only if y = x + sζ(x).

This implies for the material time derivative .Ds�ζ (s, y) = 0. On . �̂ we now define . V = ζ ·ν
and .vτ = ζ − (ζ · ν)ν and on . ∂�̂ we define the outer unit conormal . ν

∂�̂
. We hence obtain, 

using the fact that the material time derivative vanishes, the Transport Theorem 2.10.1 and 
the integration by parts formula stated in Proposition 2.5.1 

. δEγ (�̂)(ζ ) = d

ds
Eγ (�(s))|s=0

=
∫

�̂

γ (−V κ + ∇
�̂

· vτ ) dH n−1

= −
∫

�̂

(γ V κ + ∇
�̂
γ · vτ ) dH n−1 +

∫
∂�̂

γ vτ · ν
∂�̂

dH n−2

= −
∫

�̂

(γ (ζ · ν)κ + ∇
�̂
γ · (ζ − (ζ · ν)ν)) dH n−1

+
∫

∂�̂

γ (ζ − (ζ · ν)ν) · ν
∂�̂

dH n−2. (3.44) 

The expression .−δEγ (�̂)(ζ ) is the virtual work induced by . γ in the direction of . ζ . In  
(3.43) we chose an inner product to define the force.

Question What is the right inner product . 〈·,·〉 in the case of the surface energy . Eγ ? 

Choose 

. 〈F, ζ 〉 :=
∫

�̂

f
�̂

· ζ dH n−1 +
∫

∂�̂

f
∂�̂

· ζ dH n−2.

Then from the identities after (3.44) we obtain for the forces . f
�̂
and . f

∂�̂

. −
∫

�̂

(γ (ζ · ν)κ + ∇
�̂
γ · (ζ − (ζ · ν)ν)) dH n−1 +

∫
∂�̂

γ (ζ − (ζ · ν)ν) · ν
∂�̂

dH n−2

= −
∫

�̂

f
�̂

· ζ dH n−1 −
∫

∂�̂

f
∂�̂

· ζ dH n−2
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for arbitrary smooth .ζ : �̂ → Rn. Since . ζ is arbitrary and .ν
∂�̂

∈ T
�̂
, one concludes 

.f
�̂

= γ κν + ∇
�̂
γ on �̂, . (3.45) 

f
∂�̂

= −γ ν
∂�̂

on ∂�̂. (3.46) 

3.7.5 Conditions on the Free Surface �

Assume for the moment .∂� = ∅, i.e. the free surface is closed. The case with boundary 
will be treated later. Comparing Eqs. (3.42) and (3.45) one concludes the balance of forces
at . �: 

.[Tν]l2l1 = [2μD(u)ν − pν]l2l1 = −γ κν − ∇�γ. (3.47) 

This can be written separately for the normal and tangential parts: 

. [ν ·Tν]l2l1 = [2μ (ν ·D(u)ν) − p]l2l1 = −γ κ,

. P [Tν]l2l1 = [2μPD(u)ν]l2l1 = −∇�γ,

where P is the projection onto . T� . 

Remark If .γ = γ (ϑ), . ϑ the temperature, then by the chain rule 

. ∇�γ (ϑ) = γ ′(ϑ)∇�ϑ.

Thus, a temperature gradient on the interface gives rise to a tangential force which in turn 
induces the so called Marangoni flow. 

We recall the continuity condition from the beginning: 

.[u]l2l1 = 0 on �. (3.48) 

In our problem to compute solutions to an interface problem involving the Navier–Stokes
equations we need to take into account that . � is a free boundary, i.e. determining . � is 
part of the problem. Therefore, besides (3.47) and (3.48) one further boundary condition
is needed. The missing condition is

.u ·ν = V on � (3.49)
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with V the normal velocity of . �. This is called the kinematic boundary condition. Note 
that no condition on the tangential part of . uτ is needed, since . uτ would not change . �! 

3.7.6 The Overall Two-Phase Flow System 

We summarize the equations for the two phase flow problem for the case .∂�(t) = ∅: 

.ρi · (∂tu + u ·∇u) − μiu + ∇p = f in �i(t), i = 1, 2, . (3.50) 

∇ ·u = 0 in �i(t) (3.51) 

with the free boundary conditions on .�(t): 

.[u]l2l1 = 0, . (3.52) 

[2μD(u)ν − pν]l2l1 = −γ κν − ∇�γ, . (3.53) 

u ·ν = V. (3.54) 

The above system has to be completed by initial conditions for . u and . �: 

.u(0, ·) = u0, �(0) = �0, (3.55) 

where the last condition is understood in the sense that it also determines the initial shapes
of . �1 and . �2. Moreover, boundary conditions for . u on the outer boundary . ∂� have to be 
prescribed. Let us take homogeneous Dirichlet conditions for the latter for simplicity. 

Although there is no simple rigorous variational formulation with standard energy 
spaces for this problem, for later purposes it will be beneficial to state the problem in 
a formal weak form. To this end, like usual, one multiplies the bulk equations by test 
functions, integrates over . �, performs an integration by parts and uses the jump conditions 
on . �. 

The Laplace term and the pressure gradient are handled by: 

.−
∫

�1(t)∪�2(t)

μu ·ϕ dx +
∫

�1(t)∪�2(t)

∇p ·ϕ dx

= −
∫

�1(t)∪�2(t)

∇ · (2μD(u)) · ϕ dx +
∫

�1(t)∪�2(t)

∇p ·ϕ dx

=
∫

�1(t)∪�2(t)

2μD(u) : D(ϕ) dx −
∫

�1(t)∪�2(t)

p ∇ · ϕ dx

+
∫

�(t)

(
[2μD(u) − pI]l2l1ν

)
·ϕ dH n−1,
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where the notation 

. μ = μ(t, x) =
{

μ1, (t, x) ∈ �1(t),

μ2, (t, x) ∈ �2(t)

and the fact that .∇ · u = 0 was used. We also used . 2μD(u) : (∇ϕ) = 2μD(u) : D(ϕ)

which follows from the fact that .D(u) is symmetric. Now, using (3.53) and integration by 
parts one gets 

. 

∫
�(t)

[2μD(u) − pI]l2l1 ν · ϕ dH n−1 =
∫

�(t)

(
− γ κν − ∇�(t)γ

)
·ϕ dH n−1

=
∫

�(t)

γ∇�(t) ·ϕ dH n−1. (3.56) 

Thus we arrive at the following formulation.
We define the function spaces .X := (H

1,2
0 (�))n, . Y := L2

0(�) := {p ∈
L2(�) | ∫

�

p dx = 0}. 

Definition 3.7.1 (Formal Weak Formulation) Find .(u, p) with . (u(t), p(t)) ∈
X × Y for all .t ∈ [0, T ] and .(�(t))t∈[0,T ] such that .u(0, ·) = u0, . �(0) = �0

and fulfilling for all . t ∈ [0, T ]

.(ρ(∂tu+u ·∇u), ϕ)+(2μD(u),D(ϕ))−(p,∇ · ϕ)+
∫

�(t)

γ∇�(t) ·ϕ=0 ∀ϕ ∈ X, . 

(3.57) 

(∇ · u, q)=0 ∀q ∈ Y

(3.58) 

as well as

.u ·ν = V on �(t). (3.59) 

Here, .(·, ·) denotes the . L2 inner product over . �. 

Here, . ρ is given by 

.ρ = ρ(t, x) =
{

ρ1, (t, x) ∈ �1(t),

ρ2, (t, x) ∈ �2(t),
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where .ρ1, ρ2 > 0. Note that the continuity of . u across . � is automatically fulfilled, since 
.u(t) ∈ X. 

3.7.7 Formal Energy Estimate 

We will now derive a (formal) energy estimate fulfilled by weak solutions. 

Proposition 3.7.2 (Energy Estimate) Let .γ ≡ const., .∂� = ∅ and .(u, p, �) be 
a sufficiently smooth solution of the formal weak formulation. Then the following 
energy estimate holds (in differential form): 

. 
1

2

d

dt
||√ρu(t)||2 + γ

d

dt
|�(t)| + 2||√μD(u)||2 = 0,

where .|| · || is the .L2-norm. 

Proof 

(I) For .i ∈ {1, 2} we compute with the help of Reynolds’ transport theorem: 

. 
1

2

d

dt

∫

�i(t)

ρi |u(t)|2 dx = 1

2

∫

�i(t)

ρi∂t |u(t)|2dx ± 1

2

∫

�(t)

ρi |u(t)|2u ·ν dH n−1

=
∫

�i(t)

ρi∂tu ·u dx ± 1

2

∫

�(t)

ρi |u(t)|2u ·ν dH n−1,

where the sign “. ±” depends on i. In fact we have the . + for .i = 1 and . − for .i = 2. 
(II) Integration by parts together with incompressibility condition (3.51) gives  

. 

∫

�i(t)

ρi(u ·∇u) ·u dx = −
∫

�i(t)

ρi(u ·∇u) ·u ±
∫

�(t)

ρi |u|2u ·ν dH n−1

and therefore we get 

. ± 1

2

∫

�(t)

ρi |u(t)|2u ·νdH n−1 =
∫

�i(t)

ρi(u ·∇u) ·u dx.
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(III) From Theorem 2.10.1 with .f ≡ 1 and Proposition 2.5.1, which states the divergence 
theorem on manifolds, one infers, using that .∂�(t) = ∅, and (3.59) 

. 
d

dt
|�(t)| = d

dt

∫

�(t)

1 dH n−1 = −
∫

�(t)

κV dH n−1

= −
∫

�(t)

κu ·ν dH n−1 =
∫

�(t)

∇�(t) · u dH n−1.

If we now combine (I), (II) and (III) we obtain 

. 
d

dt

1

2

∫
�

ρ|u|2dx + 2
∫

�

μ|D(u)|2dx + γ
d

dt
|�(t)|

=
∫

�

ρ
(
∂tu ·u + (u ·∇u) ·u)

dx + 2
∫

�

μD(u) : D(u)dx +
∫

�(t)

γ ∇�(t) · udH n−1

=0,

which follows upon testing Eq. (3.57) with .ϕ = u and recalling (3.58) . ��

Remark 3.7.3 

(1) In the case where . γ is spatially dependent we obtain a similar energy estimate 
with .γ d

dt
|�(t)| replaced by .

d
dt

∫
�(t)

γ (x) dH n−1 if we assume that .Dtγ = 0. 
(2) In general the surface tension can depend on some species concentration or the 

temperature. In this case there is a coupling to equations for the concentration 
and/or the temperature and instead of .Dtγ = 0 a more complex and more 
realistic equation has to hold. We refer to [12, 21, 22] for a treatment of such 
situations where also weak formulations and energy estimates are treated. In 
such situations a Marangoni convection caused by gradients of surface tension 
will take place. This is due to the fact that a liquid with a higher . γ pulls more 
strongly on the surrounding liquid than one with a lower . γ and the presence of a 
gradient in surface tension . γ will hence cause the liquid to flow to regions with 
a higher surface tension. As discussed above gradients of surface tension can be 
caused by concentration gradients or by temperature gradients.
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Fig. 3.12 Sketch of the 
situation and notation for the 
case with a triple line 

solid S 

fluid 1 

fluid 2 

Γ 

contact line 
”triple line” 

Fig. 3.13 Contact angle 

fluid 1 

fluid 2 

3.7.8 Contact Angle 

We now treat the case .∂� �= ∅. The situation is depicted in Figs. 3.12 and 3.13. We make  
use of condition Eq. (3.46), the force arising in direction . ν∂� . 

As already pointed out, surface tension is always understood in the sense of an interface 
separating two materials. For the situation in Fig. 3.12 this means: 

. γ12 = surface tension between fluid 1 and fluid 2,

. γ1S = surface tension between fluid 1 and solid S,

. γ2S = surface tension between fluid 2 and solid S,

and we take .γ12 = γ . 
The contact line or “triple line” is the intersection of all three phases, fluids 1 and 2 as 

well as S. 
We now choose .νS ∈ T∂S , where . T∂S is the tangent space to . ∂S, such that .νS ⊥ (contact 

line). 
At the contact line the following forces act (Fig. 3.14): First of all we have a force . f∂�

which by Eq. (3.46) is given as

.f∂� = −γ12ν∂�.
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Fig. 3.14 Balance of forces at 
the contact line 

With the same argument that led to Eq. (3.46) we get

. f1S = −γ1SνS on the contact line,

. f2S = γ2SνS on the contact line.

Now we assume that the sum of the forces in tangential directions of the solid vanishes, 
i.e., the tangential parts of the forces are in equilibrium, so that we have a balance of 
forces. In the normal direction to . ∂S no movement resulting from forces is possible 
and hence the normal part of the forces cannot intrinsically equilibrate. Instead the solid 
boundary itself will yield a counterforce to guarantee that the whole system is in a force 
balance. 

For the balance of forces it has to hold: 

. (f1S + f2S + f∂�) ·νS = 0.

Therefore: 

. − γ1S + γ2S − γ12ν∂� ·νS = 0

or 

. − γ1S + γ2S − γ12 cos θ = 0

with . θ being the static contact angle (which can be measured experimentally). 
This leads to the contact angle condition 

. cos θ = γ2S − γ1S

γ12
.

An example is illustrated in Fig. 3.15 where 1 corresponds to water, 2 corresponds to 
air and S as before stands for the solid.
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Fig. 3.15 Example of small 
and large contact angle 

Fig. 3.16 Dirichlet condition 
leads to a force singularity 

We need to impose a boundary condition for . u on the wall . ∂S. Clearly, since there is no 
flow through the solid wall, the normal component of . u vanishes, i.e., 

. u ·ν = 0 on ∂S,

where . ν is an outer unit normal on . ∂S. 
For the tangential part of the velocity, . uτ one might be tempted to also impose a 

Dirichlet type condition: 

. uτ = 0 on ∂S.

Does this make sense? 
In case .θ �= 0, θ �= π this would imply a jump of . u, since 

. V = u ·ν�

in case the interface moves. Consequently, .u(t,·) �∈ H 1, which is physically not 
meaningful, since it implies a force singularity (Fig. 3.16). 

We remark that finding “correct” boundary conditions close to the contact line is still 
subject to intensive research.
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Some “good” boundary conditions are the Navier boundary conditions close to the 
contact line which are given as 

. u ·ν = 0 on ∂S,

. P(2μD(u)ν + βu) = 0 on ∂S

with .β ≥ 0 and P being the projection onto . T∂S . This boundary condition can be 
formulated in a variational way. 

Question What is a good choice of . β? — “Answer comes from experiments”. 

Away from the contact line, one can set . β large or even switch to a Dirichlet condition 
for . u. 

Remark For a rapidly moving contact line, a static contact angle condition may not be 
sufficient. Instead, one then should rather impose a dynamic contact angle, where the 
instantaneous contact angle depends on the speed of the contact line, see for instance 
[39, 95, 98]. 

3.8 Phase Field Models 

In the geometric evolution equations and in the free boundary problems discussed so 
far, the interface was described as a hypersurface. In the last thirty years, phase field 
approaches have been another successful approach describing the evolution of interfaces. 
In particular, phase field methods allow for a change of topology. In a phase field 
description of interface evolution, instead of a characteristic function .χ : � → {0, 1}, 
which describes the two regions occupied by the phases, one uses a smooth function which 
takes values close to given values, e.g., . ±1, and rapidly changes between these two values 
in a small interfacial region. 

3.8.1 The Ginzburg–Landau Energy 

The phase field approach is best motivated by considering the so-called Ginzburg–Landau 
energy 

.Eε(ϕ) :=
∫

�

( ε
2 |∇ϕ|2 + 1

ε
ψ(ϕ))dx, (3.60)
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Fig. 3.17 The energy 
contribution .ψ(ϕ) in (3.60) 
penalizes values of . ϕ, which  
differ from . ±1

where .ε > 0 is a small parameter. For functions . ϕ with a moderate energy .Eε(ϕ), it will 
turn out that . ε is proportional to the interfacial thickness between the region .{ϕ ≈ −1} and 
.{ϕ ≈ 1}. The function .ψ : R → R

+
0 is a double-well potential having two global minima 

with value zero at . ±1, i.e., .ψ(±1) = 0 and .ψ(z) > 0 for .z �∈ {−1, 1}, see Fig. 3.17 for an 
example. Typical choices are the quartic potential 

. ψ(ϕ) = 9

32
(ϕ2 − 1)2

and the double obstacle potential . ψob, which is defined as 

. ψob(ϕ) = 1

2
(1 − ϕ2) for all ϕ ∈ [−1, 1]

and . ∞ elsewhere, see [27], although different choices are possible. A choice motivated 
from entropy considerations leads to 

. ψlog(ϕ) = θ [(1 − ϕ)ln(1 − ϕ) + (1 + ϕ)ln(1 + ϕ)] + θc

2
(1 − ϕ2) ,

see e.g. Abels and Wilke [2]. This function is non-convex with a double-well structure for 
.θ < θc and the global minima are close to 1 and . −1, respectively. 

The term . 1
ε
ψ(ϕ) in the energy . Eε penalizes values which differ from . ±1. In addition, 

the term . ε2 |∇ϕ|2 penalizes gradients of . ϕ and hence too rapid changes of . ϕ in space. It 
will turn out later that . Eε approximates interfacial energy and that typical solutions of the 
phase field system have the form illustrated in Fig. 3.18, i.e., they are close to . ±1 in most 
parts of the domain and have an interfacial region with a thickness which is proportional 
to . ε. In directions normal to the level sets of . ϕ, a typical solution of the phase field system 
has the form depicted in Fig. 3.19.
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Fig. 3.18 A typical form of 
the phase field variable . ϕ. 
Regions in which .ϕ ≈ ±1 are 
separated by a diffuse 
interfacial layer whose 
thickness is proportional to . ε

Ω 

ϕ ≈ −1 ε↔ 

ϕ ≈ 1 

Fig. 3.19 The phase field 
variable typically has a profile 
with a phase transition on a 
diffuse interface of thickness . ε

ϕ 

x 

1 

−1 

−ε ε 

3.8.2 Phase Field Models as Gradient Flows 

We now consider different gradient flows involving the energy . Eε. Before discussing the 
gradient flows, we note that the first variation . δEε

δϕ
of . Eε at .ϕ ∈ H 1(�) in a direction 

.v ∈ H 1(�) is given by 

. 
δEε

δϕ
(ϕ)(v) := d

ds
Eε(ϕ + sv)|s=0 =

∫
�

(ε∇ϕ · ∇v + 1
ε
ψ ′(ϕ) v) dx .

The Allen–Cahn Equation 
Choosing the .L2-inner product for functions defined on . �, we now obtain the equations 
for the .L2-gradient flow of . Eε as follows 

.(∂tϕ, v)L2 = −
∫

�

(ε∇ϕ · ∇v + 1
ε
ψ ′(ϕ) v) dx,
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which has to hold for all times and all suitable test functions v. For functions . ϕ, which are 
smooth enough, the above is equivalent to 

. ∂tϕ = εϕ − 1
ε
ψ ′(ϕ) in (0, T ) × �,

∂ϕ

∂n
= 0 on (0, T ) × ∂�,

which follows after integration by parts with the help of the fundamental lemma of the 
calculus of variations. 

The Cahn–Hilliard Equation 
It is also possible to consider an .H−1-gradient flow of the energy . Eε which preserves the 
integral of . ϕ. We define 

. H 1
(m)(�) =

{
u ∈ H 1(�) | −

∫
�
u dx = m

}

with .m ∈ R a given constant. For .v1, v2 with .
∫
�

vi dx = 0, .i = 1, 2, we define . u1, u2 ∈
H 1

(0)(�) as weak solutions of 

. − ui = vi in �,

∂ui

∂n
= 0 on ∂� .

Note that the above equations have unique solutions in .H 1
(0)(�). Since the . ui are the 

solutions of a Neumann problem for the Laplace operator, we set .ui = (−N)−1vi . The  
.H−1-inner product is now given as 

. (v1, v2)H−1 :=
∫

�

(∇(−N)−1v1) · (∇(−N)−1v2) dx

=
∫

�

∇u1 · ∇u2 dx =
∫

�

v1u2 dx =
∫

�

v2u1 dx .

For the .H−1-gradient flow we have 

.(∂tϕ, v)H−1 = −
∫

�

(ε∇ϕ · ∇v + 1
ε
ψ ′(ϕ)v) dx
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for test functions .v ∈ H 1
(0)(�). Taking the definition of the .H−1-inner product into 

account, we obtain after integration by parts the following boundary value problem: 

.∂tϕ = (−εϕ + 1
ε
ψ ′(ϕ)) in (0, T ) × �, . (3.61) 

∂ϕ
∂n

= 0 ,
∂ϕ
∂n

= 0 on (0, T ) × ∂� . (3.62) 

Equation (3.61) is a parabolic partial differential equation of fourth order, which is called 
the Cahn–Hilliard equation, see [60] and [122] for more details. Solutions of (3.61), (3.62) 
fulfill 

.
d

dt

∫
�

ϕ dx = 0 ,
d

dt
Eε(ϕ) ≤ 0 . (3.63) 

The fact that the Allen–Cahn equation and the Cahn–Hilliard equation are respectively the
.L2- and the .H−1-gradient flow of the Ginzburg-Landau energy . Eε, has first been discussed 
by Fife [69, 70]. 

The Phase  Field System  
It is also possible to formulate a phase field analogue of the full Stefan problem (3.25), 
(3.26), (3.31). We derive a simplified version of the phase field system, similar as in a 
paper by Penrose and Fife [125] with the help of the gradient flow perspective. To this 
end, we consider the unknowns internal energy e and phase field . ϕ, for which we define 
the functional 

. Eε(e, ϕ) =
∫

�

(−s(e, ϕ) + ε
2 |∇ϕ|2 + 1

ε
ψ(ϕ))dx ,

which is related to the negative entropy, see formula (3.14) in [125] for comparison. We 
now take the inner product .(e1, e2)H−1+(ϕ1, ϕ2)L2 and obtain as gradient flow (not writing 
down the boundary conditions explicitly) 

.(−N)−1∂t e = −δEε

δe
, . (3.64) 

∂tϕ = −δEε

δϕ
. (3.65) 

Defining .s(e, ϕ) = − 1
2 (e − ϕ)2 and .u = e − ϕ, we obtain 

. − ∂s

∂e
= u, − ∂s

∂ϕ
= −u
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and hence we can rewrite (3.64), (3.65) as  

.∂t (u + ϕ) = u , . (3.66) 

∂tϕ = εϕ − 1
ε
ψ ′(ϕ) + u , (3.67) 

which has to hold in .(0, T )×�. This is the phase field system and u is typically interpreted 
as temperature or chemical potential.



4 Parametric Approaches for Geometric Evolution 
Equations and Interfaces

Abstract 

In this chapter we will give an overview of different parametric methods for dealing 
with interfaces. Related to the evolution of interfaces are geometric evolution equations 
for curves and surfaces. We will present analytical and numerical tools mainly for 
geometric evolution equations. However, typically they can also be used for more 
complex models also involving bulk quantities. For parametric models for more 
complex interface problems we only sketch ideas and do not go into analytical details 
and refer to the literature for a more precise account of results and proofs. 

4.1 Curve Shortening Flow 

4.1.1 Local and Global Existence 

We consider the evolution of closed curves in .R2 by the curve shortening flow. In the 
parametric approach to this problem one looks for a mapping . u : [0, T ) × [0, 2π ] → R2

such that .x �→ u(t, x) is .2π -periodic for each .t ∈ [0, T ) and 

.ut = 1

|ux |
( ux

|ux |
)
x

in (0, T ) × [0, 2π ]. (4.1) 

u(0, ·) = u0 in [0, 2π ]. (4.2) 
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Here, .u0 : [0, 2π ] → R2 is a regular parametrization of the given initial curve. A solution 
of (4.1) clearly satisfies 

. ut · ν = 1

|ux |
( ux

|ux |
)
x

· ν = κν · ν = κ,

which shows that the normal velocity of the curves .�(t) = u(t, [0, 2π ]) is indeed equal to 
the curvature of .�(t). 

Example Let .R > 0 and .u0(x) = R (cos(x), sin(x)), x ∈ [0, 2π ]. Then it is easily verified 
that the function .u(t, x) = √

R2 − 2t (cos(x), sin(x)) is a solution of (4.1), (4.2). This 
shows that a circle shrinks self-similarly to a point in finite time. 

More generally, the following result holds: 

Theorem 4.1.1 Let .u0 : [0, 2π ] → R2 be a smooth, embedded closed curve. 
Then (4.1), (4.2) has a smooth solution on .[0, T ), which shrinks to a point as .t ↗ T . 
If one rescales the evolving curves in such a way that their enclosed area is constant, 
then the rescaled curves converge to a circle as .t ↗ T . 

Proof For a convex initial curve the result was proved by Gage and Hamilton [75], the 
generalization to embedded initial curves is due to Grayson [86]. ��

Figure 4.1 shows an example of the evolution of a family of convex curves by the curve 
shortening flow. 

The first step in establishing Theorem 4.1.1 consists in proving the existence of a 
local solution of (4.1), (4.2). Geometric evolution equations like (4.1) typically involve 
expressions that are invariant with respect to reparametrization which leads to a certain 
degeneracy in the resulting PDE. In order to make this more precise we write the 

Fig. 4.1 A curve in the plane will shrink to a point in finite time. This is a numerical simulation by 
Robert Nürnberg, which is taken from [14]
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system (4.1) in the form .ut = A(ux)uxx , where .A : R2 \ {0} → R2×2 is given by 

.A(p)ij = 1

|p|2
(
δij − pipj

|p|2
)
, i, j = 1, 2, p ∈ R2 \ {0}. (4.3) 

A system of the form .ut = A(ux)uxx is strictly parabolic provided that the eigenvalues 
of .A(p) have positive real parts for each .p 	= 0. Clearly, this is not the case for the 
operator given by (4.3), which has the eigenvalues . 1

|p|2 and 0 with eigenvectors .p⊥ and p 
respectively. In order to deal with this problem we replace the system (4.1), (4.2) by  

.ut = 1

|ux |
( ux

|ux |
)
x

+ α
ux · uxx

|ux |4 ux in (0, T ) × [0, 2π ] , . (4.4) 

u(0, ·) = u0 in [0, 2π ]. (4.5) 

Here .α > 0 is a parameter whose meaning will be explained below. Note that we still have 
that .ut · ν = κ as the additional term points in tangential direction. We can write (4.4) 
again in the form .ut = Aα(ux)uxx , where now 

. Aα(p)ij = 1

|p|2
(
δij + (α − 1)

pipj

|p|2
)
, i, j = 1, 2, p ∈ R2, p 	= 0.

Since .Aα(p) has the eigenvalues . 1
|p|2 and . α

|p|2 the system (4.4) is strictly parabolic and it 
can be shown that (4.4), (4.5) has a local solution. 

In order to understand the relation between (4.4) and the original system (4.1) we  
assume that u is a solution of (4.4), (4.5) on .[0, T ) × [0, 2π ] and consider the family 
of ODEs 

.
d

dt
η(t, y) = −α

ux · uxx

|ux |4 (t, η(t, y)), η(0, y) = y (4.6) 

depending on the parameter .y ∈ R. In view of the smoothness of u, the above problem 
has a unique solution for every .y ∈ R and the periodicity of u in the spatial variable 
implies that .η(t, y + 2π) = η(t, y) + 2π for every .t ∈ [0, T ), y ∈ R. Then, the function 
.v : [0, T ) × [0, 2π ] → R2 with .v(t, y) := u(t, η(y, t)) is .2π -periodic in y and satisfies 
.v(0, y) = u(0, y) = u0(y). Furthermore 

.vy(t, y) = ηy(t, y)ux(t, η(t, y)), vt (t, y) = ηt (t, y)ux(t, η(t, y)) + ut (t, η(t, y)).
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Combining these relations with (4.4), (4.6) and the fact that the curvature vector . κν is 
invariant with respect to reparametrization, we obtain 

. vt (t, y) − 1

|vy(t, y)|
( vy(t, y)

|vy(t, y)|
)
y

= ηt (t, y)ux(t, η(t, y)) + ut (t, η(t, y)) − 1

|ux(t, η(t, y))|
( ux(t, η(t, y))

|ux(t, η(t, y))|
)
x

= ut (t, η(t, y)) − Aα(ux(t, η(t, y)))uxx(t, η(t, y))

= 0,

so that v is a solution of (4.1) and .u(t, ·) and .v(t, ·) are different parametrizations of the 
same curve. In order to understand the relation between the two systems a bit better we 
observe that .|vy(t, y)| = |ηy(t, y)ux(t, η(t, y))| = ηy(t, y)|ux(t, η(t, y))|, where we used 
that .ηy(t, ·) can be shown to be strictly positive for each .t ∈ [0, T ). The chain rule implies 

. 
1

|vy(t, y)|
( ηy(t, y)

|vy(t, y)|
)
y

= 1

|vy(t, y)|
( 1

|ux(t, η(t, y))|
)
y

= − 1

|vy(t, y)|
ux · uxx

|ux |3 (t, η(t, y))ηy(t, y) = −ux · uxx

|ux |4 (t, η(t, y)).

Recalling (4.6) we find that . η is a solution of 

.ηt − α
1

|vy |
( ηy

|vy |
)
y

= 0 in [0, T ) × R , . (4.7) 

η(t, y + 2π) = η(t, y) + 2π y ∈ R, 0 ≤ t < T , . (4.8) 

η(0, y) = y y ∈ R. (4.9) 

Thus, the strictly parabolic system (4.4), (4.5) is equivalent to the system that is obtained 
by combining (4.1), (4.2) with the parabolic PDE (4.7)–(4.9). This kind of argument was 
used for the first time for the Ricci flow and is known as the DeTurck trick. We can also 
use (4.7) in order to gain some insight into the role of the parameter . α which occurs as a 
diffusion parameter in (4.7). Choosing .α = 1 leads to the particularly simple system 

.ut = uxx

|ux |2 (4.10) 

which we shall use below in order to define and analyze a numerical scheme for the
approximation of the curve shortening flow. If we formally consider the limit . α → ∞
we expect . ηy

|vy | and hence .|ux | to become constant, so that u should be close to a 
parametrization that is proportional to arclength. We refer to the work of Mikula and 
Ševčovič [118], Barrett, Garcke and Nürnberg [15,16,23] and Elliott and Fritz [61] which
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use the tangential degrees of freedom and the DeTurck trick in numerical approaches to 
curvature flow. 

4.1.2 Spatial Discretization and Error Analysis 

An error analysis for a numerical method based on (4.1) was first carried out by Dziuk 
in [52]. As mentioned above we use the system (4.10) in order to define our numerical 
scheme. As we employ a finite element approach we start by writing the system in 
variational form. To do so, we multiply (4.10) by .|ux |2, then take the scalar product with a 
test function .ϕ ∈ H 1

per ((0, 2π);R2) and integrate by parts. This yields 

.

∫ 2π

0
ut · ϕ |ux |2dx +

∫ 2π

0
ux · ϕxdx = 0 for all ϕ ∈ H 1

per ((0, 2π);R2). (4.11) 

In what follows we shall focus on the discretization in space. Let .xj = jh, j = 0, . . . , J , 
where .h = 2π

J
denotes the spatial grid size. We approximate our solution/test space 

.H 1
per ((0, 2π);R2) by the space of continuous, piecewise linear finite elements, i.e. 

. Xh := {ϕh ∈ C0([0, 2π ];R2) | ϕh|[xj−1,xj ] is affine, j = 1, . . . , J, ϕh(0) = ϕh(2π)}.
(4.12) 

It is easily verified that .dimXh = 2J , where .{ϕ1, . . . , ϕ2J } with . ϕj (xk) =
δjke1, ϕj+J (xk) = δjke2 (1 ≤ j, k ≤ J ) is a basis of . Xh. In order to specify 
the approximation properties of .Xh we introduce the Lagrange interpolation operator 
.Ih : C0

per ([0, 2π ];R2) → Xh defined by 

. (Ihf )(x) :=
J∑

j=1

(
f1(xj )ϕj (x) + f2(xj )ϕj+J (x)

)
, x ∈ [0, 2π ].

Clearly, .(Ihf )(xj ) = f (xj ), j = 0, . . . , J . Furthermore, it is well-known that 

. ‖f − Ihf ‖L2 + h‖f ′ − (Ihf )′‖L2 ≤ ch2‖f ‖H 2 for all f ∈ H 2
per ((0, 2π);R2).

(4.13) 

Our semi-discrete numerical scheme now reads as follows: find . uh : [0, T ]×[0, 2π ] → R2

such that .uh(t, ·) ∈ Xh, t ∈ [0, T ], .uh(0, ·) = Ihu0 and 

. 

∫ 2π

0
uh,t · ϕh |uh,x |2dx +

∫ 2π

0
uh,x · ϕh,xdx = 0 for all ϕh ∈ Xh, 0 < t ≤ T .

(4.14)
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The following result estimates the error between the solution of (4.10) and (4.14) in terms  
of the discretization parameter h and was derived in [42]. 

Theorem 4.1.2 Suppose that (4.10), (4.5) has a smooth solution on . [0, T ]×[0, 2π ]
satisfying .ux(t, x) 	= 0, (t, x) ∈ [0, T ] × [0, 2π ]. Then there exists .h0 > 0 such that 
(4.14) has a unique solution on .[0, T ] and 

. max
t∈[0,T ] ‖ux(t, ·) − uh,x(t, ·)‖L2 +

(∫ T

0
‖ut − uh,t‖2

L2dt
) 1

2 ≤ Ch,

provided that .0 < h ≤ h0. 

Proof There exist .0 < c0 < c1 such that 

.c0 ≤ |ux(t, x)| ≤ c1 for all (t, x) ∈ [0, T ] × [0, 2π ]. (4.15) 

Choose a function .β ∈ C1([0,∞)) such that 

.β(s) = s2,
c0

2
≤ s ≤ 2c1,

c2
0

4
≤ β(s) ≤ 4c2

1, s ≥ 0 and |β ′(s)| ≤ L, s ≥ 0. (4.16) 

We now consider the following auxiliary problem: find .uh : [0, T ] × [0, 2π ] → R2 such 
that .uh(t, ·) ∈ Xh, t ∈ [0, T ], .uh(0, ·) = Ihu0 and 

. 

∫ 2π

0
uh,t · ϕh β(|uh,x |)dx +

∫ 2π

0
uh,x · ϕh,xdx = 0 for all ϕh ∈ Xh, 0 < t ≤ T .

(4.17) 

By expanding .uh(t, ·) = ∑2J
j=1 uj (t)ϕj we can view (4.17) as a system of ODEs of the 

form .M(u)u̇ + Au = 0, where .u(t) = (u1(t), . . . , u2J (t)) and 

. M(u)ij =
∫ 2π

0
ϕi · ϕj β(|uh,x |)dx, Aij =

∫ 2π

0
ϕi,x · ϕj,xdx, i, j = 1, . . . , 2J.

Using (4.16) it is not difficult to verify that .M(u) is invertible and the system 

.u̇ = −M(u)−1Au, u(0) = (u0,1(x1), . . . , u0,1(xJ ), u0,2(x1), . . . , u0,2(xJ ))
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has a unique local solution on some interval .[0, Th). Choosing .ϕh = uh,t (t, ·) in (4.17) we  
obtain 

. 

∫ 2π

0
|uh,t |2β(|uh,x |)dx + 1

2

d

dt

∫ 2π

0
|uh,x |2dx = 0,

from which we infer with the help of (4.16) that 

. 
c2

0

4

∫ t

0

∫ 2π

0
|uh,t |2dxdt + 1

2

∫ 2π

0
|uh,x(t, ·)|2dx

≤ 1

2

∫ 2π

0
|(Ihu0)x |2dx ≤ c, 0 ≤ t < Th.

Using the equivalence of norms on finite dimensional spaces we infer that . u remains 
bounded on .[0, Th) so that the solution exists globally in time. Our next goal is to estimate 
the error between . uh and the exact solution u. Observing that .β(|ux |) = |ux |2 we obtain 
from taking the difference between (4.11) and (4.17) 

. 

∫ 2π

0
(ut − uh,t ) · ϕhβ(|uh,x |)dx +

∫ 2π

0
(ux − uh,x) · ϕh,xdx

=
∫ 2π

0
ut · ϕh

(
β(|uh,x |) − β(|ux |)

)
dx.

If we let .ϕh = (Ihut − uh,t )(t, ·) ∈ Xh and observe that 

. 

∫ 2π

0
ux · ϕh,xdx =

∫ 2π

0
(Ihu)x · ϕh,xdx

we deduce with the help of (4.14) and (4.13) that 

.

∫ 2π

0
|Ihut − uh,t |2β(|uh,x |)dx +

∫ 2π

0
(Ihu − uh)x · (Ihut − uh,t )xdx

=
∫ 2π

0
(Ihut − ut ) · (Ihut − uh,t )β(|uh,x |)dx

+
∫ 2π

0
ut · (Ihut − uh,t )

(
β(|uh,x |) − β(|ux |)

)
dx

≤ 4c2
1‖ut − Ihut‖L2‖Ihut − uh,t‖L2 + L‖ut‖L∞‖Ihut − uh,t‖L2‖ux − uh,x‖L2

≤ ‖Ihut − uh,t‖L2

(
ch2‖ut‖H 2 + c‖(Ihu)x − uh,x‖L2 + ch‖u‖H 2

)

≤ c2
0

8
‖Ihut − uh,t‖2

L2 + ch2 + c‖(Ihu)x − uh,x‖2
L2 .
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Since .β(s) ≥ c2
0
4 , s ≥ 0 we obtain that 

. 
c2

0

8
‖Ihut − uh,t‖2

L2 + 1

2

d

dt
‖(Ihu)x − uh,x‖2

L2 ≤ ch2 + c‖(Ihu)x − uh,x‖2
L2 0 ≤ t ≤ T .

(4.18) 

Gronwall’s lemma implies that

. max
0≤t≤T

‖(Ihu − uh)x(t, ·)‖L2 ≤ ch. (4.19) 

Now, let .Ij = [xj−1, xj ] and note that .uh,x, (Ihu)x are constant on . Ij . Using Taylor 
approximation together with (4.15) and (4.19) we deduce that 

. |uh,x|Ij
| ≥ |(Ihu)x|Ij

| − |(Ihu − uh)x|Ij
|

= |u(xj ) − u(xj−1)

h
| − 1√

h

(∫

Ij

|(Ihu − uh)x |2dx
) 1

2

≥ |ux(xj−1)| − ch − 1√
h

‖(Ihu − uh)x‖L2 ≥ c0 − c
√

h ≥ c0

2
,

provided that .0 < h ≤ h0 and .c
√

h0 ≤ c0
2 . In a similar way one shows that . |uh,x | ≤

2c1 so that .β(|uh,x |) = |uh,x |2 and . uh solves (4.14). The error bounds now follow from 
(4.18), (4.19) and (4.13). ��

4.1.3 Fully Discrete Scheme and Stability 

In order to carry out numerical simulations we also need to discretise in time. To do so, 
let .tm = mδ,m = 0, 1, . . . , M , where .δ > 0 is the time step. Let us denote by . um

h

the approximation of .u(tm, ·). Our fully discrete numerical scheme reads as follows: find 
.um

h ∈ Xh,m = 0, 1, . . . , M such that .u0
h = Ihu0 and 

. 

∫ 2π

0
Ih

[
um+1

h − um
h

δ
· ϕh

]

|um
h,x |2dx +

∫ 2π

0
um+1

h,x · ϕh,xdx = 0 for all ϕh ∈ Xh.

(4.20)
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One can show that (4.20) is equivalent to the following linear system (Exercise 7.10) 

. 
1

2

(
(qm

j+1)
2 + (qm

j )2)u
m+1
j − um

j

δ
− um+1

j+1 − 2um+1
j + um+1

j−1

h2 = 0, j = 1, . . . , J.

(4.21) 

Here we have abbreviated

. um
j = um

h (xj ) and qm
j = |u

m
j − um

j−1

h
|, j = 0, . . . , J,

with .um
J+1 = um

1 in view of our periodic setting. The following result shows that the 
scheme (4.20) decreases both energy and length at the discrete level thus reproducing 
important properties of the system (4.10). 

Lemma 4.1.3 Suppose that .um
h ∈ Xh,m = 0, . . . , M is a solution of (4.20). Then 

.

∫ 2π

0
|um+1

h,x |2dx ≤
∫ 2π

0
|um

h,x |2dx, m = 0, . . . ,M − 1; . (4.22) 

∫ 2π

0
|um+1

h,x |dx ≤
∫ 2π

0
|um

h,x |dx, m = 0, . . . , M − 1. (4.23) 

Proof If we choose .ϕh = um+1
h − um

h in (4.20) we obtain 

. 

∫ 2π

0
um+1

h,x · (um+1
h,x − um

h,x)dx = −1

δ

∫ 2π

0
Ih

[
|um+1

h − um
h |2

]
|um

h,x |2dx ≤ 0.

Observing that 

. um+1
h,x · (um+1

h,x − um
h,x) = 1

2
|um+1

h,x |2 − 1

2
|um

h,x |2 + 1

2
|um+1

h,x − um
h,x |2

the estimate (4.22) follows. In order to prove (4.23) we write (4.21) in the form 

.
1

2

(
(qm

j+1)
2 + (qm

j )2)u
m+1
j − um

j

δ
= 1

h

(
qm+1
j+1 τm+1

j+1 − qm+1
j τm+1

j

)
, (4.24)
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where .τm+1
j = (qm+1

j )−1 um+1
j −um+1

j−1
h

. Note that .|τm+1
j | = 1. Then we have 

.

∫ 2π

0
|um+1

h,x |dx −
∫ 2π

0
|um

h,x |dx =
J∑

j=1

(|um+1
j − um+1

j−1 | − |um
j − um

j−1|
)

(4.25) 

≤
J∑

j=1

um+1
j − um+1

j−1

|um+1
j − um+1

j−1 | · ((um+1
j − um+1

j−1 ) − (um
j − um

j−1)
)

=
J∑

j=1

τm+1
j · ((um+1

j − um
j ) − (um+1

j−1 − um
j−1)

)
,

where we used the elementary inequality .|q| ≤ |p|+ q
|q| ·(q−p) for .p, q ∈ R2. Summation 

by parts together with (4.24) gives  

. 

J∑

j=1

τm+1
j · ((um+1

j − um
j ) − (um+1

j−1 − um
j−1)

)

= −
J∑

j=1

(τm+1
j+1 − τm+1

j ) · (um+1
j − um

j )

= −
J∑

j=1

2δ

h
(
(qm

j+1)
2 + (qm

j )2
)
(
τm+1
j+1 − τm+1

j

) · (qm+1
j+1 τm+1

j+1 − qm+1
j τm+1

j

)

= −
J∑

j=1

2δ

h
(
(qm

j+1)
2 + (qm

j )2
)
(
qm+1
j+1 + qm+1

j

)(
1 − τm+1

j+1 · τm+1
j

)

= −
J∑

j=1

δ

h

qm+1
j+1 + qm+1

j

(qm
j+1)

2 + (qm
j )2

|τm+1
j+1 − τm+1

j |2 ≤ 0,

where we also used that .1 −p · q = 1
2 |q −p|2 for .|p| = |q| = 1. If we insert this estimate 

into (4.25) the bound (4.24) follows. ��

4.2 Fully Discrete Anisotropic Curve Shortening Flow 

Stability properties that can be proved for a semi-discrete scheme might not hold any more 
when passing to the full-discretization scheme. This is often the case for highly nonlinear 
problems where nonlinearities are treated in an explicit way. Instead of choosing very 
small time steps, it might be advantageous to introduce an artificial “stability term”.
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We illustrate this idea in the case of the anisotropic curve shortening flow, presenting 
a scheme that works in any codimension. Because the codimension might be bigger than 
one we assign a weighting function . φ (anisotropy map) that acts on the tangent space of 
the closed curve parametrized by .u : S1 → R

n, .u = u(x), .S1 � [0, 2π ]. In the planar 
case (where the codimension is equal to one) then one has the correspondence 

. φ(τ) = γ (ν)

where . γ is as in (3.4) .
Thus, given a sufficiently smooth norm 

. φ : Rn → [0,∞)

(for more general choices of anisotropy maps, see for instance [128] and comments in 
there) we consider the anisotropic length functional 

. Eφ(u) :=
∫

S1
φ(τ)|ux |dx =

∫

S1
φ(ux)dx

and the weak formulation of its .L2-gradient flow 

. 

∫

S1

ut

m(τ)
· ϕ|ux |dx = −

∫

S1
φ′(ux) · ϕxdx ∀ϕ ∈ H 1(S1),

where .m : S1 → (0,∞) is an appropriate mobility factor. For simplicity we choose here 
.m ≡ 1. In the isotropic case, where .φ(p) = |p|, we recover the classical weak formulation 
for (4.1) . The semi-discrete formulation by piecewise linear finite elements reads

. 

∫

S1
uht · ϕh|uhx |dx +

∫

S1
φ′(uhx) · ϕhxdx = 0 ∀ϕh ∈ Xh,

where .Xh is the space of continuous, piecewise linear finite elements (see (4.12) resp.
(4.56) ).

A natural full discretization, that treats the nonlinearity in an explicit way is given by 

.

∫

S1

um+1
h − um

h

δ
· ϕh|um

hx |dx +
∫

S1
φ′(τm

h ) · ϕhxdx = 0 ∀ ϕh ∈ Xh (4.26) 

where . δ denotes a given time step, .um
h ∈ Xh is the approximation of the parametrization u 

at the time .t = mδ, and .τm
h = um

hx

|um
hx | . Here .δM = T , where .[0, T ] is the time interval 

of computation. Moreover we have used the fact that, since the norm . φ is positively
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homogeneous of degree one, i.e. .φ(λp) = λφ(p) for .λ > 0, there holds 

.φ′(p) · p = φ(p), φ′(λp) = φ′(p) for p ∈ R
n \ {0} and λ > 0. (4.27) 

Let us investigate the stability properties of the above scheme, i.e. we are interested in 
finding out whether the computed length decreases in time. 

Testing with .ϕh = um+1
h − um

h , and using the fact that 

. φ′(τm
h ) · (um+1

h − um
h )x

=φ′(um
hx) · (um+1

h − um
h )x = φ′(um

hx) · um+1
hx − φ(um

hx) by (4.27) 

=φ(um+1
hx ) − φ(um

hx) + φ′(um
hx) · um+1

hx − φ(um+1
hx )

=φ(τm+1
h )|um+1

hx | − φ(τm
h )|um

hx | + |um+1
hx |Rm

with 

. Rm := φ′(τm
h ) · τm+1

h − φ(τm+1
h )

we infer that 

. 

∫

S1

|um+1
h − um

h |2
δ

|um
hx |dx + Eφ(um+1

h ) − Eφ(um
h ) +

∫

S1
|um+1

hx |Rmdx = 0

holds. Thus if .Rm ≥ 0 then .Eφ(um+1
h ) ≤ Eφ(um

h ) as expected. 
However .Rm does not have the wished sign. Indeed, even in the isotropic case where 

.φ(p) = |p| we have 

. Rm = τm
h · τm+1

h − 1 = −1

2
|τm

h − τm+1
h |2 ≤ 0.

For a general anisotropy map . φ one can show (see for example [128, Proposition 7.1]) that 

. Rm ≥ −γ |τm
h − τm+1

h |2

with .γ := 1√
5−1

max

{

sup
|p|=1

|φ′(p)|, sup
|p|=1

|φ′′(p)|
}

. 

The idea is now to add an appropriate stability term to (4.26) , which can “balance” the
negative sign of .Rm but does not modify the flow “too much”. 

Upon noting that 

.|um+1
hx − um

hx |2 = |um
hx ||um+1

hx ||τm+1
h − τm

h |2 + (|um+1
hx | − |um

hx |)2
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we modify the discrete formulation (4.26) as follows: compute .um+1
h ∈ Xh such that 

. 

∫

S1

um+1
h − um

h

δ
·ϕh|um

hx |dx +
∫

S1
φ′(τm

h ) ·ϕhxdx +σ

∫

S1
φ(τm

h )
um+1

hx − um
hx

|um
hx |

·ϕhxdx = 0

.∀ ϕh ∈ Xh and for a fixed .σ > 0 such that 

. σ inf|p|=1
φ(p) > γ .

Testing with .ϕh = um+1
h − um

h , repeating the above calculations and summing up over 
.m ∈ {0, . . . ,M} we obtain the wished stability result, that is 

. Eφ(u0
h) =

∫

S1
φ(τ 0

h )|u0
hx |dx ≥ Eφ(uM

h ) (+ other positive terms).

Observe that by writing 

. σ

∫

S1
φ(τm

h )
um+1

hx − um
hx

|um
hx |

· ϕhxdx = δσ

∫

S1

φ(τm
h )

|um
hx |

(
um+1

hx − um
hx

δ

)

· ϕhxdx

and interpreting .
um+1

hx −um
hx

δ
as an approximation of .utx(tm, ·), we might expect the artificial 

stability term to have less influence on the flow as .δ → 0. 
Finally note that if .φ(p) = |p| (isotropic case) and .σ = 1 then we recover the standard 

(stable) discretisation of the curve shortening flow 

. 

∫

S1

um+1
h − um

h

δ
· ϕh|um

hx |dx +
∫

S1

um+1
hx

|um
hx |

· ϕhxdx = 0 ∀ ϕh ∈ Xh.

The depicted ideas have been used first in [44] where the approximation of the anisotropic 
mean curvature flow for hypersurfaces in . Rn in the graph setting has been studied. There, 
not only stability of the fully discrete scheme, but also its convergence in appropriate 
norms is shown. 

4.3 Mean Curvature Flow 

As outlined in Sect. 3.3, a family of hypersurfaces .(�(t))t∈[0,T ) in .Rn evolves by mean 
curvature flow if 

.V = κ on �(t). (4.28)
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Here, V and . κ are the normal velocity and the mean curvature of .�(t) respectively. Mean 
curvature flow is a subject that has been studied intensively since the middle of the 80s 
of the last century and we refer to the books by Ecker [58] and Mantegazza [116] for an 
overview of the topic. 

4.3.1 Some Properties of Solutions 

A simple explicit solution can be constructed by looking for hypersurfaces of the form 

. �(t) = R(t)Sn−1,

where .Sn−1 is the unit sphere. Choosing the outer unit normal to the sphere we obtain 

. κ = −n − 1

R(t)
, V = R′(t),

so that the relation .V = κ leads to the ODE 

. R′(t) = −n − 1

R(t)
.

If we impose the initial condition .R(0) = R0 for some .R0 > 0 we obtain 

. R(t) =
√

R2
0 − 2(n − 1)t ,

so that the solution shrinks to a point at time .T = R2
0

2(n−1)
. The next result shows that we 

can use the above explicit solution as a comparison hypersurface for a general smooth 
solution of (4.28). 

Theorem 4.3.1 Let .(�(t))t∈[0,T ) be a family of smoothly evolving closed (i.e. 
compact, without boundary) hypersurfaces that satisfy (4.28) and suppose that 

.�(0) ⊂ BR0(0). Then .�(t) ⊂ BR(t)(0), where .R(t) =
√

R2
0 − 2(n − 1)t . 

Proof Let us define .ψ : [0,∞) → R by 

.ψ(r) :=
{

0 , 0 ≤ r ≤ R2
0,

(r − R2
0)3 , r > R2

0 .
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Using Theorem 2.10.1 we infer that 

. 
d

dt

∫

�(t)

ψ(|x|2 + 2(n − 1)t)dH n−1

=
∫

�(t)

ψ ′(|x|2 + 2(n − 1)t) ∂�t
(|x|2 + 2(n − 1)t

)
dH n−1

−
∫

�(t)

ψ(|x|2 + 2(n − 1)t)V κ dH n−1. (4.29) 

Since .V ν = κν = ��(t)x by Proposition 2.3.4(ii) we find with the help of 
Remark 2.7.2(iv) that 

. ∂�t
(|x|2 + 2(n − 1)t

) = ∂t

(|x|2 + 2(n − 1)t
)+ V ν · ∇(|x|2 + 2(n − 1)

)

= 2(n − 1) + 2V ν · x = 2(n − 1) + 2
n∑

i=1

xi��(t)xi

= 2
n∑

i=1

[
|∇�(t)xi |2 + xi��(t)xi

]
= ��(t)|x|2,

where we used that .∇�(t)xi = ei − (ei · ν)ν. If we insert this relation into (4.29), integrate 
by parts and use once more that .V = κ we deduce that 

. 
d

dt

∫

�(t)

ψ(|x|2 + 2(n − 1)t)dH n−1

=
∫

�(t)

ψ ′(|x|2 + 2(n − 1)t)��(t)|x|2dH n−1 −
∫

�(t)

ψ(|x|2 + 2(n − 1)t)κ2 dH n−1

= −
∫

�(t)

ψ ′′(|x|2 + 2(n − 1)t)

∣∣∣∇�(t)|x|2
∣∣∣
2
dH n−1

−
∫

�(t)

ψ(|x|2 + 2(n − 1)t)κ2 dH n−1

≤ 0,

since .ψ ≥ 0 and .ψ ′′ ≥ 0. This implies that 

. 0 ≤
∫

�(t)

ψ(|x|2 + 2(n − 1)t)dH n−1 ≤
∫

�(0)

ψ(|x|2)dH n−1 = 0,

in view of the fact that .|x|2 ≤ R2
0 for all .x ∈ �(0). Hence we deduce that . |x|2+2(n−1)t ≤

R2
0 for all .x ∈ �(t) which completes the proof. ��
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Evolution equations for geometric quantities play a crucial role in the analysis of 
mean curvature flow, see e.g. [92] for the flow of convex hypersurfaces. For later use we 
derive corresponding equations for the normal . ν and the mean curvature . κ . If we combine 
(3.8), (3.14) and the fact that .V = κ we obtain 

.∂�t ν = −∇�V = −∇�κ = ��ν + |∇�ν|2ν, on �(t), (4.30) 

while (3.16) yields 

.∂�t κ = ��V + |∇�ν|2V = ��κ + |∇�ν|2κ, on �(t). (4.31) 

The next result shows how to use (4.31) in order to prove that mean convexity is 
preserved during the evolution by mean curvature. 

Lemma 4.3.2 Let .(�(t))t∈[0,T ) be a family of smoothly evolving closed hypersur-
faces that satisfy (4.28) and suppose that .κ(0, ·) ≥ 0 on .�(0). Then .κ(t, ·) ≥ 0 on 
.�(t) for .0 ≤ t < T . 

Proof Let .κ−(t, x) := min(κ(t, x), 0), x ∈ �(t), 0 ≤ t < T . It is not difficult to see that 
the normal time derivative .∂�t κ− exists in the weak sense with 

. ∂�t κ− =
{

∂�t κ, if κ < 0,

0, if κ ≥ 0.

Then, using Theorem 2.10.1, suitably extended to weakly differentiable functions, (4.31) 
and integration by parts we find for . 0 ≤ t ≤ t0 < T

.
d

dt

∫

�(t)

(κ−)2dH n−1 =
∫

�(t)

(
2κ−∂�t κ − (κ−)2V κ

)
dH n−1

= 2
∫

�(t)

κ−(��κ + |∇�ν|2κ)dH n−1 −
∫

�(t)

(κ−)2κ2dH n−1

≤ −2
∫

�(t)

|∇�κ−|2dH n−1 + 2
∫

�(t)

|∇�ν|2(κ−)2dH n−1

≤
(

max
0≤t̃≤t0

max
�(t̃)

|∇�ν|2
)∫

�(t)

(κ−)2dH n−1.
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Fig. 4.2 Plots of a solution to mean curvature flow at times .t = 0, 0.05, 0.09. A singularity occurs 
in finite time. This is a numerical simulation by Robert Nürnberg, which is taken from [16] 

Gronwall’s lemma implies that 

. 

∫

�(t)

(κ−(t, ·))2dH n−1 ≤ c

∫

�(0)

(κ−(0, ·))2dH n−1 = 0

and hence .κ−(t, ·) = 0 on .�(t), 0 ≤ t ≤ t0. Since .t0 < T was arbitrary we deduce that 
.κ ≥ 0 on .[0, T ). ��

In the above results properties of solutions were derived under the assumption that the 
evolution is smooth. In general however, the flow can develop singularities, see Fig. 4.2 
for an example. 

4.3.2 Existence of Solutions in the Graph Case 

We consider a situation where the evolving hypersurface .(�(t))t∈[0,T ] can be represented 
as a graph, i.e., 

. �(t) = {(x̂, h(t, x̂))T | x̂ ∈ U}

where .U ⊂ Rn−1 is open and .h : [0, T ] × U → R is a smooth function.
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Lemma 4.3.3 In the graph case .V = κ is given by the nonlinear parabolic PDE 

.∂th =
√

1 + |∇x̂h|2 ∇x̂ ·
(

∇x̂h√
1 + |∇x̂h|2

)

. (4.32) 

Proof Clearly, .�(t) = {x ∈ U × R | φ(t, x) = 0}, where .φ(t, x) = xn − h(t, x̂) and 
.x = (x̂, xn). Using Proposition 2.3.3 we obtain 

. ν = ∇φ

|∇φ| = 1
√

1 + |∇x̂h|2 (−∇x̂h, 1)T ,

κ = −∇ · ∇φ

|∇φ| = ∇x̂ ·
(

∇x̂h√
1 + |∇x̂h|2

)

.

As normal velocity we compute 

. V = ∂t

(
x̂

h(t, x̂)

)

·ν = ∂th√
1 + |∇x̂h|2 .

Comparing the expressions for V and . κ we see that .V = κ is equivalent to (4.32). 
In order to see that (4.32) is parabolic we compute 

. ∇x̂ ·
(

∇x̂h√
1 + |∇x̂h|2

)

=
n−1∑

i=1

∂i

⎛

⎝ ∂ih√
1 +∑n−1

j=1 |∂jh|2

⎞

⎠

=
n−1∑

i,j=1

(
δij√

1 + |∇x̂h|2 − ∂ih∂jh

(1 + |∇x̂h|2) 3
2

)

∂ijh.

Therefore we may write (4.32) in the form  

.∂th =
n−1∑

i,j=1

aij (∇x̂h)∂ij h, where aij (p) = δij − pipj

1 + |p|2 . (4.33) 

It is not difficult to verify that the eigenvalues of the matrix .A(p) = (aij (p))n−1
i,j=1 are 

given by 1 and . 1
1+|p|2 , so that .A(p) is positive definite for every .p ∈ Rn−1. This shows 

that Eq. (4.32) is strictly parabolic. ��
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The proof of the above lemma shows that (4.32) is a strictly but not uniformly parabolic
PDE. Local existence of solutions is typically shown with the help of Banach’s fixed point
theorem as can be seen in the following result.

Theorem 4.3.4 Let .U ⊂ Rn−1 be a bounded domain with boundary of class .C2+α , 
with .0 < α < 1, and assume that .h0 ∈ C2+α(Ū) satisfies the compatibility condition 

. ∇x̂ ·
(

∇x̂h0√
1 + |∇x̂h0|2

)

= 0 on ∂U.

Then, there exists .T > 0 such that the initial-boundary value problem 

. 

∂th =
√

1 + |∇x̂h|2∇x̂ ·
(

∇x̂h√
1 + |∇x̂h|2

)

in (0, T ) × U ,

h(0, x) = h0(x) for x ∈ Ū ,

h(t, x) = h0(x) for t ∈ (0, T ], x ∈ ∂U

has a solution .h ∈ C1+ α
2 ,2+α([0, T ] × Ū ). 

Here, .C1+ α
2 ,2+α([0, T ]× Ū ) denotes a parabolic Hölder space. We give a rough sketch 

of the proof of the above theorem. Let 

. X := {h ∈ C1+ α
2 ,2+α([0, T ] × Ū ) | ‖h‖

C
1+ α

2 ,2+α
([0,T ]×Ū)

≤ M, h(x, 0) = h0(x), x ∈ U}

and define the mapping .T : X → C1+ α
2 ,2+α([0, T ] × Ū ), g �→ h = T (g), where h is 

the unique solution of the linear parabolic PDE, compare (4.33) ,

. 

∂th = ∑n−1
i,j=1 aij (∇x̂g)∂ij h in (0, T ) × U ,

h(0, x) = h0(x) for x ∈ U ,

h(t, x) = h0(x) for t ∈ [0, T ], x ∈ ∂U.

With the help of linear parabolic theory in Hölder spaces, cf. [106, 110], it can be shown 
that .T (X) ⊂ X and that . T is a contraction if T is small and M is chosen sufficiently 
large. Banach’s fixed point theorem then yields a function h with .T (h) = h which is 
then a solution of our initial-boundary value problem. We refer to [33, 47, 115, 129] for  
examples where this strategy has been used in similar settings.
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4.3.3 Existence in the General Parametric Case 

Let us consider the flow of .(n − 1)-dimensional closed (i.e. compact, without boundary) 
hypersurfaces in . Rn. One now looks for a mapping .u : [0, T ) × � → Rn such that . u(t, ·)
is a smooth embedding for each .t ∈ [0, T ) and 

.∂tu = (κν) ◦ u in (0, T ) × �. (4.34) 

u(0, ·) = u0 in �. (4.35) 

In the above, . � is an .(n − 1)-dimensional closed reference hypersurface fixing the genus 
of the evolving surfaces and . ν is a choice of a unit vector of .�(t) = u(t,�). Furthermore, 
.u0 : � → Rn denotes a parametrization of the given initial surface . �0. 

In order to prove the existence of a local solution of (4.34), (4.35) we follow [47,93,116] 
and describe the hypersurfaces .�(t) as graphs over .� := �0, i.e. .�(t) = u(t,�), where 

.u(t, x) = x + ρ(t, x)ν�(x), x ∈ � (4.36) 

and .u0(x) = x, x ∈ �. Here, . ν� denotes the unit normal field to . �, see Fig. 4.3. It can be 
shown, see, e.g., [129], that .�(t) is a smooth hypersurface provided that .ρ(t, ·) is smooth 
and sufficiently small. Furthermore, the mean curvature and the normal velocity of . �(t)

are expressed in terms of . ρ via 

. κ(t, ·) = (ν(t, ·) · ν�)��(t)ρ(t, ·) + a
(·, ρ(t, ·),∇�(t)ρ(t, ·)),

V (t, ·) = ∂tρ(t, ·)(ν(t, ·) · ν�),

see the proof of Theorem 1.5.1 in [116]. Using similar ideas as in the graph case one can 
show that the nonlinear parabolic initial value problem 

. ∂tρ − ��(t)ρ − 1

ν · ν�

a(·, ρ,∇�(t)ρ) = 0, in (0, T ] × �

ρ(0, x) = 0, x ∈ �

Fig. 4.3 We parametrize 
. �ρ = {x + ρ(t, x)ν�(x) | x ∈
�} over .�
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has a unique solution on some small time interval .[0, T ]. The function u given by (4.36) 
then satisfies 

. ∂tu = ∂tρ ν� = ∂tρ(ν · ν�)ν + ∂tρ
(
ν� − (ν · ν�)ν

)

= (
(ν · ν�)��(t)ρ + a(·, ρ,∇�(t)ρ)

)
ν + ∂tρ

(
ν� − (ν · ν�)ν

)

= κν + ∂tρ
(
ν� − (ν · ν�)ν

)
.

Since .∂tρ
(
ν� − (ν · ν�)ν

) · ν = 0 we see that .V = ∂tu · ν = κ so that the 
hypersurfaces .(�(t))t∈[0,T ] evolve by mean curvature. Finally, by using the same sort 
of reparametrization argument as described for the curve shortening flow, one obtains a 
solution of (4.34), (4.35). 

4.3.4 Discretization 

In this section we restrict ourselves to a brief description of some ideas to solve (4.34), 
(4.35) numerically. For simplicity we assume in what follows that .n = 3 and present 
some key ideas which go back to Dziuk, see [51]. To do so, we define the velocity vector 
.v(t, ·) : �(t) → R3 via .v(t, u(t, x)) = ut (t, x), x ∈ �, so that Proposition 2.3.4 implies 
that (4.34) can be written in the divergence form 

.v = κν = ��(t)id on �(t). (4.37) 

We now fix a time step .δ > 0 and first describe in an informal way how an approximation 
of .�(t + δ) will be obtained from .�(t). Let us abbreviate .ut := u(t, ·) and set 

. ̂u : �(t) → R3, û := ut+δ ◦ (ut )−1.

Clearly, .�(t + δ) = û(�(t)) and the scheme aims to use this relation at the discrete level. 
By the definition of v one has 

. v(t, ·) ◦ ut = ∂tu(t, ·) ≈ 1

δ
(ut+δ − ut ) = 1

δ
(û − id) ◦ ut

and therefore by (4.37) 

. 
1

δ
(û − id) ≈ v = ��(t)id ≈ ��(t)û on �(t),

where the last step is done in order to improve the stability of the resulting scheme. After 
multiplication by a test function .ϕ ∈ H 1(�(t);R3) and integration by parts on .�(t) the
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following problem yields an approximation . ̃u of .û = ut+δ: 

. 
1

δ

∫

�(t)

(ũ − id) · ϕ dH 2 +
∫

�(t)

∇�(t)ũ : ∇�(t)ϕ dH 2 = 0 for all ϕ ∈ H 1(�(t);R3).

(4.38) 

In order to turn this idea into a numerical method it is necessary to approximate .�(t), 
which is frequently done with the help of triangular surfaces 

. �h =
⋃

T ∈Th

T

consisting of space triangles that are either disjoint or intersect in a vertex or an edge. 
Here, the discretization parameter h refers to a characteristic size (e.g. the diameter) of the 
triangles belonging to . Th with the idea that . �h converges to .�(t) in a suitable sense as h 
tends to zero. 

In order to formulate Dziuk’s algorithm we let .tm = mδ,m = 0, 1, 2, . . . and denote 
by .�m

h the triangular approximation of .�(tm) generated by the scheme. 

1. Let . �0
h be a triangular surface approximating . �0. 

For m=0,1,2,. . . 
2. Calculate .um+1

h ∈ Xm
h such that 

. 

∫

�m
h

∇�m
h
um+1

h : ∇�m
h
ϕh dH 2 + 1

δ

∫

�m
h

um+1
h · ϕh dH 2

= 1

δ

∫

�m
h

id · ϕh dH 2 for all ϕh ∈ Xm
h ,

where 

. Xm
h = {ϕh ∈ C0(�m

h ;R3) | ϕh|T is affine on T for all T ∈ T m
h }.

3. Generate the new triangulation .T m+1
h = {um+1

h (T ) | T ∈ T m
h } and the new surface 

.�m+1
h = ⋃

T ∈T m+1
h

T . 

Remarks 

1. Since .um+1
h is affine on T , it follows that .�m+1

h is again a triangular surface. The above 
algorithm is easy to implement as in each time step a linear system of equations needs 
to be solved. It is possible to extend the method to polynomials of higher order with 
better approximation properties.
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2. It can be shown (see Exercise 7.11) that .|�m+1
h | ≤ |�m

h |, reflecting the property of mean 
curvature flow that it decreases the area during the evolution. Up to now no convergence 
analysis for the above scheme is available. It is however possible to prove error estimates 
if one uses polynomials of degree . k ≥ 6, see [108]. 

3. The above algorithm in some cases leads to mesh distortions during the evolution. We 
refer to the work of Barrett, Garcke and Nürnberg [15, 16, 23], Mikula and Ševčovič 
[118] and Elliott and Fritz [61] which discuss numerical approximations to (mean) 
curvature flow that lead to better meshes. 

Let us finish this section by briefly outlining the ideas behind a recently proposed method 
due to Kovács, Li and Lubich, [104], for which error estimates can be proved. The 
approach considers an extended system which not only uses the position vector u but 
also the velocity v, the normal . ν and the mean curvature . κ as variables. The equation for 
u is obtained from (4.34) and (4.37) so that 

.∂tu(t, p) = v(t, u(t, p)), p ∈ �, u(0, ·) = u0 on �. (4.39) 

Next, the equation for the velocity v is incorporated from (4.37) in the form 

. 

∫

�(t)

(∇�(t)v : ∇�(t)ϕ + v · ϕ
)

dH 2 =
∫

�(t)

(∇�(t)(κν) : ∇�(t)ϕ + κν · ϕ
)

dH 2

(4.40) 

for all .ϕ ∈ H 1(�(t),R3). Finally, one uses the fact that the normal . ν and the mean 
curvature . κ of a surface evolving by mean curvature flow satisfy 

. ∂�t ν = −∇�κ = ��ν + |∇�ν|2ν, on �(t),

and 

. ∂�t κ = ��κ + |∇�ν|2κ, on �(t),

compare (4.30) and (4.31). These equations are discretized with the help of the evolving 
surface finite element method (ESFEM) due to Dziuk and Elliott [53]. Furthermore, a 
discrete version of (4.40) amounts to an .H 1-projection of . κν to the chosen finite element 
space. For the resulting semidiscrete scheme using polynomials of order .k ≥ 2 Kovács, Li 
and Lubich prove that the .H 1-error is .O(hk) in all variables .(x, v, ν, κ).
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4.4 Elastic Flow for Curves 

4.4.1 Long Time Existence 

To treat fourth order flows new methods must be introduced, since the maximum principle 
is no longer at our disposal. 

Following [55] we give here some ideas on how to show long-time existence for the 
elastic flow of curves. The procedure we present is based on a combination of .L2-curvature 
estimates with Gagliardo–Nirenberg-type inequalities and it is a technique which might be 
adapted to several different situations (see for instance [55, 117], and references given in 
there). 

We parametrize a regular smooth closed curve in . Rn by a periodic map . f : I = R/Z →
R

n, f = f (x), and we denote by .ds = |∂xf |dx the arclength element, by . ∂s = 1
|∂xf |∂x

the arclength derivative, by .τ = ∂sf the unit tangent, and by .k = ∂2
s f the curvature vector. 

The scalar product in . Rn is denoted by .〈 , 〉. 
The elastic energy [148] is the curvature integral 

. E(f ) := 1

2

∫

I

|k|2ds := 1

2

∫

I

|k|2|∂xf |dx ≥ 0.

(Observe that ds stays for .|∂xf |dx and we do not actually reparametrize by arc-length. 
Also we use the notation .‖k‖2

L2(I )
= ∫

I
|k|2ds = ∫

I
|k|2|∂xf |dx.) We call elasticae 

the critical points of E subject to fixed length. Observe that the energy E can be made 
arbitrarily small, by flattening out a curve at infinity: indeed if we choose . fR to parametrize 
a circle of radius R, then a quick computation gives .E(fR) = π

R
→ 0 for .R → ∞. 

Therefore it makes sense to consider the modified energy . Eλ, which penalizes the length 
of the curve, 

. Eλ(f ) := E(f ) + λL (f ),

where .λ > 0 and .L (f ) = ∫
I
ds = ∫

I
|∂xf |dx is the length functional. 

For any variation .fε(x) = f (x) + εφ(x), with arbitrary .φ : I → R
n, one computes 

. 
d

dε

∣∣∣
ε=0

L (fε) = d

dε

∣∣∣
ε=0

∫

I

|∂xf + ε∂xφ|dx =
∫

I

〈τ, ∂xφ〉dx

= −
∫

I

〈 1

|∂xf |∂xτ, φ〉|∂xf |dx = −
∫

I

〈k, φ〉ds

and (see Exercise 7.13) 

.
d

dε

∣∣
∣
ε=0

E(fε) =
∫

I

〈∇2
s k + 1

2
|k|2k, φ〉ds (4.41)
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where 

.∇sφ = ∂sφ − 〈∂sφ, τ 〉τ (4.42) 

denotes the normal component of . ∂sφ. Hence the .L2-gradient flow for . Eλ is given by 

.∂tf = −∇2
s k − 1

2
|k|2k + λk. (4.43) 

By construction

.
d

dt
Eλ(f ) = −

∫

I

|∂tf |2ds (4.44) 

and therefore

.
1

2
‖k(t, ·)‖2

L2(I )
= E(f (t, ·)) ≤ Eλ(f (t, ·)) ≤ Eλ(f0). (4.45) 

Our goal is to sketch some ideas of the following: 

Theorem 4.4.1 ([55, Theorem 3.2]) For any .λ ∈ [0,∞) and smooth initial data 

. f0, the  .L2-gradient flow (4.43) for .Eλ(f ) = ∫
I

(
1
2 |k|2 + λ

)
ds has a global 

solution. If .λ > 0, then as .ti → ∞ the curves .f (ti , ·) subconverge, when 
reparametrized by arclength and suitably translated, to an elastica. 

Proof The proof is performed in three steps: 

• Step 1 [Short-time existence]: 
Show that given any regular smooth initial data .f0 : I → R

n, then we can find some 
.t0 > 0 and a smooth .f : [0, t0) × I → R

n, f = f (t, x), such that f solves (4.43) ,
.f (0, ·) = f0(·), and .f (t, ·) is regular for all .t ∈ [0, t0). 

• Step 2 [Long-time existence]: 
Let T be the maximal existence time and assume that .0 < T < ∞. Show that there 

exist constants c, . cm such that: 

. sup
[0,T )

‖∂m
s k‖L∞(I ) ≤ cm = cm(�, f0, T , λ) for all m ∈ N0, (4.46) 

.c−1 < |∂xf (t, x)| < c ∀ (t, x) ∈ [0, T ) × I with c = c(�, f0, T , λ), (4.47)
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where .� = 2Eλ(f0) denotes the constant that bounds the elastic energy 
(recall (4.45) ), i.e.

. sup
[0,T )

‖k(t, ·)‖2
L2(I )

< �. (4.48) 

Next show that the above uniform bounds of the length element and of the derivatives of
the curvature yield uniform bounds of the derivatives of f in the original parametriza-
tion, i.e.

. sup
[0,T )

‖∂m
x f ‖L∞(I ) ≤ ĉm(�, f0, T , λ).

One can then extend f smoothly up to .[0, T ]× I and by the short-time existence result 
of Step 1 even beyond T , which contradicts the maximality of T . Hence .T = ∞. 

• Step 3 [Subconvergence result] 
Let .λ > 0, i.e. let the length of the curves stay bounded along the evolution. First of 

all notice that since .
∫
I
τds = 0, the Poincaré’s inequality gives 

.c ≤ L (f )‖k‖2
L2(I )

(4.49) 

(see Exercise 7.14, where by elementary computations one can take .c = 1; for a sharper 
constant see [55, 2.18]) so that by (4.48) we infer a uniform bound from below for the
length of the curves. Together with (4.45) we infer

.
c

�
≤ L (f (t, ·)) ≤ �

λ
for any t ∈ [0,∞). (4.50) 

Moreover the bounds of Step 2 can be now modified to find

. sup
[0,T )

‖∂m
s k‖L∞(I ) ≤ cm(�, λ, f0).

Therefore, given .ti → ∞, we can reparametrize .f (ti , ·) over the same interval and 
obtain convergence of (a subsequence of) the curves .f (ti , ·) after a suitable translation. 

Moreover, setting 

. u(t) := ‖∂tf ‖2
L2(I )

=
∫

I

|∂tf |2ds

and recalling (4.44) we observe that

.

∫ t

0
u(t ′)dt ′ =

∫ t

0

∫

I

|∂tf |2dsdt ′ = − (E(f (t)) − E(f0)) < ∞.
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Hence, .u ∈ L1((0,∞)). Since one can show that the derivative has bounded 
oscillations, i.e. .|u̇(t)| ≤ c(λ, f0), it follows that .u(t) → 0 as .t → ∞, which means 
that the limit curve is a critical point for . Eλ. ��

Next we want to focus on the ideas employed to obtain some of the claims of Step 2. For 
simplicity let us assume .λ > 0, so that the bound on the length (4.50) holds for any curve
in .[0, T ). 

On deriving (4.46) : Our goal here is to derive uniform estimates of the derivatives of
the curvature vector with respect to arclength.

By embedding theory .(W 1,1(I ) ⊂ C0(I )) and (4.50) we see that it is sufficient to show

. sup
[0,T )

‖∂m
s k‖L2(I ) ≤ cm ∀ m ∈ N0. (4.51) 

On the other hand the “natural operator” appearing in the equation defining the flow (4.43) 
is not . ∂s but . ∇s . Note however that, for any normal vector field .φ : I → R

n, i.e. .〈φ, τ 〉 = 0, 
we have 

. ∇sφ = ∂sφ − 〈∂sφ, τ 〉τ = ∂sφ + 〈φ, k〉τ

and therefore .|∂sφ| ≤ |∇sφ| + |〈φ, k〉|. For instance: .∂sk = ∇sk − |k|2τ and 

. ‖∂sk‖2
L2(I )

=
∫

I

|∂sk|2ds ≤ 2‖∇sk‖2
L2(I )

+ 2
∫

I

|k|4ds.

Since 

. 

∫

I

|k|4ds ≤ ε

∫

I

|∇sk|2ds + c

(
ε, ‖k‖L2(I ),

1

L (f )

)

by an interpolation result [55, Prop. 2.5], we see that in view of (4.50) and (4.48) , it is
sufficient to have a bound on .‖∇sk‖L2 in order to bound the full derivative .‖∂sk‖L2 . This  
idea extends also to higher derivatives of k, i.e. to obtain (4.51) it suffices to obtain

. sup
[0,T )

‖∇m
s k‖L2(I ) ≤ cm ∀ m ∈ N0. (4.52)
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Thus we are left with the task of showing the boundedness of the .L2-norm of the normal 
vector fields .∇m

s k. In other words we need to study 

.
d

dt
(‖φ‖2

L2(I )
) = 2

∫

I

〈φ, ∂tφ〉ds +
∫

I

|φ|2(ds)t (4.53) 

= 2
∫

I

〈φ,∇t φ〉ds −
∫

I

|φ|2〈k, V 〉ds

where .∇tφ = ∂tφ − 〈∂tφ, τ 〉τ , .V = ∂tf = −∇2
s k − 1

2 |k|2k + λk is the normal velocity 
vector, and .φ = ∇m

s k, for . m ∈ N0. For .m = 0 we already know (4.48) , therefore
there is nothing to prove. Nevertheless, we observe that a direct computation gives (see
Exercise 7.12) 

. ∇t k = ∇2
s V + 〈k, V 〉k

= −∇4
s k − 1

2
∇2

s (|k|2k + λk) + 〈k, V 〉k

in other words 

. ∇t k + ∇4
s k = l. o. t. (with derivatives of k of order ≤ 2).

This pattern holds for any .φ := ∇m
s k, .m ∈ N0, that is [55, Lemma 2.3] : 

. ∇t (∇m
s k) + ∇4

s (∇m
s k) =l. o. t. (with derivatives of order ≤ m + 2)

i.e. collection of terms “of order at most like ∇2
s φ”.

This motivates the following strategy: starting from 

. 
d

dt

(
1

2

∫

I

|φ|2ds

)
+
∫

I

|∇2
s φ|2ds =

∫

I

〈(∇t + ∇4
s )φ, φ〉ds − 1

2

∫

I

|φ|2〈k, V 〉ds

(which follows from (4.53) and integration by parts), one can bound the right-hand side by
interpolation inequalities ([55, Prop. 2.5] together with (4.48) , (4.50) ) and exploiting the
positive term .

∫
I
|∇2

s φ|ds, obtaining 

. 
d

dt

(∫

I

|φ|2ds

)
+
∫

I

|∇2
s φ|2 ≤ c.

Then claim (4.52) follows.
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On deriving (4.47): To control the length element .|∂xf (t, x)| on bounded time intervals, 
one studies 

. ∂t (|∂xf |) = 〈τ, ∂x∂tf 〉 = −〈k, V 〉|∂xf |.

Since .‖〈k, V 〉‖L∞(I )≤ c by the previous estimates (4.46) , it follows

. 
1

c
≤ |∂xf (t, x)| ≤ c on [0, T ) × I,

where .c = c(�, f0, T , λ). 

4.4.2 Stability for the Semi-discrete Problem 

Next we would like to discretize in space by piecewise linear finite elements the evolution 
equation 

.∂tf = −∇2
s k − 1

2
|k|2k + λk. (4.54) 

= −∂s

(
∂sk + 3

2
|k|2∂sf

)
+ λk. (4.55) 

Many different algorithms are obviously possible: for instance in [55] a mixed scheme 
based on the formulation in divergence form (4.55) is proposed.

A central questions is: which discretization yields stability? This is important because, 
as we know, stability is (in a suitable sense) a precursor to convergence. 
Fundamental Idea: derive the first variation in such a way that all operations performed 
(in particular integration by parts) are admissible in the FE-space of your choice. Indeed, 
if we do not follow this principle, it is possible to introduce errors that we might not be 
able to control. 

Since we want to use piecewise linear FE to discretize the fourth order flow (4.54) , we
introduce two variables, .fh, kh ∈ Xh, one for the parametrization and one for the curvature 
vector. Here 

. Xh :=
{
ηh ∈ C0([0, 2π ],Rn) : ηh|Ij

is affine , j = 1, . . . , N, ηh(0) = ηh(2π)
}

(4.56) 

where .0 = u0 < u1 < . . . < uN = 2π is a partition of .[0, 2π ] = I into subintervals 
.Ij = [uj−1, uj ]. As usual we denote by . Ih the Lagrange interpolation operator. 

To derive a formulation for the semi-discrete scheme we need to rewrite (4.54) as a
system of second order problems for f and k. To this end, let us start again from the
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energy functional 

. Eλ(f ) = 1

2

∫

I

|k|2|fx |dx + λ

∫

I

|fx |dx.

For variations of type .fε = f + εφ, with .φ : I → R
n, we have  

. 
d

dε

∣∣∣
ε=0

Eλ(fε) =
∫

I

〈k,
d

dε

∣∣∣
ε=0

kε〉|fx |dx + 1

2

∫

I

|k|2
(

d

dε

∣∣∣
ε=0

|(fε)x |
)

dx

+ λ

∫

I

〈 fx

|fx | , φx〉dx.

On the other hand we know that (for any test function .ψ : I → R
n) a weak formulation 

for the curvature vector is given by 

. 

∫

I

〈k, ψ〉|fx |dx =
∫

I

〈
(

fx

|fx |
)

x

, ψ〉dx = −
∫

I

〈 fx

|fx | , ψx〉dx

and therefore (for the perturbed curve . fε) 

. 

∫

I

〈kε, ψ〉|(fε)x |dx +
∫

I

〈 (fε)x

|(fε)x | , ψx〉dx = 0

which yields: 

. 

∫

I

〈 d

dε

∣∣∣
ε=0

kε, ψ〉|fx |dx +
∫

I

〈k, ψ〉〈 fx

|fx | , φx〉dx +
∫

I

1

|fx | 〈Pφx,ψx〉 = 0

with .P = In − τ ⊗ τ = In − ∂sf ⊗ ∂sf the normal projection. 
Thus, by choosing .ψ = k, we obtain 

. 
d

dε

∣∣
∣
ε=0

Eλ(fε) = −
∫

I

|k|2〈 fx

|fx | , φx〉dx −
∫

I

1

|fx | 〈Pφx, kx〉dx

+ 1

2

∫

I

|k|2〈 fx

|fx | , φx〉dx + λ

∫

I

〈 fx

|fx | , φx〉dx

and a natural weak form of the gradient flow is given by the system: 

.0 =
∫

I

〈ft , φ〉|fx |dx −
∫

I

〈Pkx, φx〉
|fx | dx − 1

2

∫

I

|k|2〈 fx

|fx | , φx〉dx + λ

∫

I

〈 fx

|fx | , φx〉dx, . 

(4.57) 

0 =
∫

I

〈k, ψ〉|fx |dx +
∫

I

〈 fx

|fx | , ψx〉dx. (4.58)
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For later use, we compute .(4.58)t (i.e. the derivative with respect to time of equation (4.58) )

.0 =
∫

I

〈kt , ψ〉|fx |dx +
∫

I

〈k, ψ〉〈 fx

|fx | , fxt 〉 + 〈Pfxt

|fx | , ψx〉dx. (4.58) t

Note that by construction 

. (4.57) ⇐⇒
∫

I

〈ft , φ〉|fx |dx + 〈E′
λ(f ), φ〉 = 0,

which yields (with .φ = ft ) the energy decay 

.
d

dt
(Eλ(f )) = 〈E′

λ(f ), ft 〉 = −
∫

I

|ft |2|fx |dx. (4.59) 

On the other hand, if we start with the weak formulation (4.57) , (4.58), then (4.59) can be
retrieved by choosing .φ = ft in (4.57) and .ψ = k in .(4.58) t .

Since (unlike in the derivation of (4.54) ) no integration by parts was used at any time in
deriving (4.57) and (4.58) , then the above operation are admissible also for maps f and
k, that are merely in .H 1 (and not necessarily smooth). 

This is why one defines the semi-discrete scheme as follows: find . fh, kh : [0, T ]×I →
R

n such that .fh(t, ·), kh(t, ·) ∈ Xh, for .0 ≤ t ≤ T , .fh(0, ·) = Ihf (0, ·) and 

. 0 =
∫

I

Ih(〈fht , φh〉)|fhx |dx −
∫

I

〈Phkhx, φhx〉
|fhx | dx − 1

2

∫

I

Ih

[
|kh|2

]
〈τh, φhx〉dx

+ λ

∫

I

〈τh, φhx〉dx, . (4.60) 

0 =
∫

I

Ih(〈kh, ψh〉)|fhx |dx +
∫

I

〈τh, ψhx〉dx (4.61) 

hold for test functions .φh,ψh ∈ Xh. One can verify (Exercise 7.15) that by choosing 
.φh = fht into (4.60) and .ψh = kh in .(4.61)t , i.e. (4.61) differentiated with respect to time,
we immediately obtain the following energy decrease

.
d

dt

{
1

2

∫

I

Ih

(
|kh|2

)
|fhx |dx + λ

∫

I

|fhx |dx

}
= −

∫

I

Ih

(
|fht |2

)
|fhx |dx. (4.62) 

Hence, no extra work is needed to derive the above stability result.
The error analysis of the semi-discrete scheme is very technical and it can be found in 

[45]. For the different algorithm proposed in [55] no analysis (stability or error analysis) 
is available.
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4.5 A General Strategy to Solve Interface Problems Involving Bulk 
Quantities in a Parametric Setting 

The basic idea to solve problems like the Stefan problem or the two-phase flow problem is 
to use a transformation to a domain with a fixed interface . �, where .�(t) is parametrized 
over . � by means of a height function . ρ. This strategy has been discussed already in 
Sect. 4.3.3 for mean curvature flow. In order to also transform bulk quantities we need the 
Hanzawa transform which we will discuss now following the book of Prüss and Simonett 
[129]. 

Assume .� ⊂ Rn is a bounded domain with a boundary .∂� of class . C2. In addition 
let .� ⊂ � be a hypersurface of class . C2 which is assumed to be a boundary of a domain 
.�1 ⊂⊂ �. We set .�2 = � \ �1. It can be shown that such a . � can be approximated 
by a smooth, i.e., a .C∞ or even an analytic hypersurface . �, see Section 3.4 of Prüss and 
Simonett [129] for the precise approximation properties. The approximation can be chosen 

such that . � bounds a domain .��
1 with .��

1 ⊂ � and we set .��
2 = � \ ��

1 . 
The hypersurface . � admits a tubular neighborhood in the following sense. There exists 

a .δ > 0 such that the map 

. � : � × (−δ, δ) → Rn,

�(p, η) := p + ην�(p)

is a diffeomorphism from .� × (−δ, δ) onto .im(�), the image of . �. The inverse 

. �−1 : im(�) → � × (−δ, δ)

has the components 

. �−1(x) = (π�(x), d�(x)), x ∈ im(�) .

Here .π�(x) is the projection of x onto . � and .d�(x) is the signed distance from x to . �, 
i.e., .|d�(x)| = dist(x,�) and .d�(x) < 0 if .x ∈ ��

1 , .d�(x) > 0 if .x ∈ ��
2 . The size 

of . δ is limited by the curvature of . �. Similar as in Sect. 4.3.3 we can parametrize the free 
boundary .�(t) over . � by means of a height function .ρ(t) if .�(t) and . � are close enough. 
We obtain 

. �(t) = {p + ρ(t, p)ν�(p) | p ∈ �}, t ≥ 0

at least for .t ≥ 0 small and .�(0) close to . �.
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Defining .a = δ/3 we extend the diffeomorphism .ρ(t, .) to all of . � by means of 

. Fρ(t, x) = x + χ(d�(x)/a)ρ(t, π�(x))ν�(π�(x))

=: x + ξh(t, x) .

Here . χ is a smooth cut-off function with .0 ≤ χ ≤ 1, .χ(r) = 1 for .|r| < 1 and . χ(r) = 0
for . |r| > 2. As  

. Fρ(t, x) = x for |d�(x)| > 2a

we notice that . Fρ only has an effect close to the interface. 
The strategy is now to transform the problem from .(�1(t), �(t),�2(t)) to 

.(��
1 , �,��

2 ). In doing so the sets on which the differential operators are defined become 
fixed. However, the differential operators now have a highly nonlinear dependence on the 
unknown geometry, i.e. on . ρ. For example in a transformed Laplace operator the height 
function . ρ enters in a highly nonlinear fashion. 

We sketch the strategy for the Mullins–Sekerka-problem which is a simplified version 
of the Stefan problem 

. − �u = 0 in �−(t) ∪ �+(t) , . (4.63) 

V = −[∇u]+− ·ν on �(t) , . (4.64) 

u = κ on �(t) , . (4.65) 

∇u ·n = 0 on ∂� . (4.66) 

For a given . ρ0 small enough we obtain from 

. V = −[∇u]+− ·ν on �(t)

the following equation 

.∂tρ + B(ρ)v(ρ) = 0, ρ(0) = ρ0 (4.67) 

where .B(ρ) and .v(ρ) are defined as follows. The function .v(ρ) for all times t is the 
solution of the transformed elliptic problem 

.A(ρ)v = 0 in ��
1 ∪ ��

2 , . (4.68) 

v = K(ρ) on � , . (4.69) 

∇v · n = 0 on ∂� (4.70)
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where 

. A(ρ)vi = (�(vi ◦ F−1
ρ )) ◦ Fρ

for .vi = v|��
i

and .K(ρ) is the transformed mean curvature operator, i.e., 

. K(ρ) := κρ ◦ Fρ on � ,

where .κρ(t, .) is the mean curvature of .�(t). It remains to define .B(ρ). With the help of 

. Bi(ρ)vi := (∇(vi ◦ F−1
ρ ) ·∇φρ) ◦ Fρ

with .φρ(t, x) = d�(t, x) − ρ(t, π�(x)), see Escher and Simonett [64] for details, we 
define 

. B(ρ)v := B1(ρ)v1 − B2(ρ)v2 on � .

We notice that .u = v◦F−1
ρ is the unique solution of (4.63) , (4.65) and (4.66) if and only

if v solves (4.68) –(4.70). We are now left with finding a solution . ρ : [0, T ]×� → (−a, a)

for (4.67). In order to do so we need to compute .v(ρ) as a solution of (4.68) –(4.70) , i.e.,
the problems (4.68) –(4.70) and (4.67) are coupled.

Remark 4.5.1 

(1) For a complete local existence result we refer to [64, 129]. 
(2) In contrast to the mean curvature flow 

. V = κ

in the Mullins–Sekerka-problem the evolution depends in a non-local way upon 
the mean curvature. 

(3) Other interface problems such as the Stefan problem and the two-phase flow 
problem can be transformed and solved in a similar fashion, see [129]. As Prüss 
and Simonett write: “The essential restriction is that the problem in question 
ought to be of parabolic nature”.



5 Implicit Approaches for Interfaces 

Abstract 

In this chapter we discuss various implicit approaches in order to study the evolution of 
interfaces. Typically, these methods yield global solutions allowing for singularities in 
the flow. We present both the level set method and a BV-approach for obtaining global 
weak solutions of mean curvature flow. Another important implicit approach is given by 
phase-field models and we discuss existence, discretization and sharp-interface limits 
for the Cahn-Hilliard equation. 

5.1 A Way to Handle Topological Changes: The Level Set Method 

As we have seen in the previous chapter typically singularities in mean curvature flow 
occur, see also Fig. 5.1. 

In such a case, provided a maximum comparison principle holds, the level set method 
can be used. As discussed before one can describe the interface as a level set of a scalar 
function as follows 

. �(t) = {x ∈ IRn | φ(t, x) = 0} .

Assuming .∇φ(t, ·) �= 0 on .�(t) then a unit normal to .�(t) is given as 

. ν(t, ·) = ∇φ(t, ·)
|∇φ(t, ·)| on �(t) .
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Fig. 5.1 Pinching singularity for interface evolution. Numerical simulation by Robert Nürnberg, 
see also [16] 

Using Proposition 2.3.3 we obtain 

. κ(t, ·) = −∇ ·
( ∇φ(t, ·)

|∇φ(t, ·)|
)

= − 1

|∇φ(t, ·)|
n∑

i,j=1

(
δij − ∂iφ(t, ·)∂jφ(t, ·)

|∇φ(t, ·)|2
)

∂ijφ(t, ·)

= − 1

|∇φ(t, ·)|
(
Id − ∇φ(t, ·) ⊗ ∇φ(t, ·)

|∇φ(t, ·)|2
)

: D2φ(t, ·) . (5.1) 

Here, we define for matrices .A,B ∈ IRn×n the inner product 

. A : B = tr(AT B) =
n∑

i,j=1

AijBij .

Next, in order to calculate the normal velocity .V (t0, x0) for some point .x0 ∈ �(t0) we 
choose as in Definition 2.7.1 a curve .γ : (t0 − δ, t0 + δ) → IRn with .γ (t) ∈ �(t) and 
.γ (t0) = x0. Since .φ(t, γ (t)) = 0, |t − t0| < δ we obtain 

. 0 = d

dt
φ(t, γ (t))|t=t0 = ∂tφ(t0, x0) + ∇φ(t0, x0) ·γ ′(t0) .

This implies 

.V (t0, x0) = ν(t0, x0) · γ ′(t0) = ∇φ(t0, x0)

|∇φ(t0, x0)| ·γ ′(t0) = − ∂tφ(t0, x0)

|∇φ(t0, x0)| . (5.2) 

Comparing (5.1) and (5.2) we see that the hypersurfaces .�(t) evolve according to . V = κ

if . φ is a solution of the equation 

.∂tφ =
(
Id − ∇φ ⊗ ∇φ

|∇φ|2
)

: D2φ . (5.3)
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Defining .A(∇φ) = Id − ∇φ⊗∇φ

|∇φ|2 we observe 

. A(∇φ)∇φ = 0

which implies that Eq. (5.3) is degenerate parabolic. This in particular means that the
contraction mapping principle which has been used in the graph case, see Sect. 4.3.2, 
cannot be used. The fact that Eq. (5.3) degenerates in the direction .∇φ is due to the fact 
that the evolution of each level set only depends on the level set itself and not on values 
normal to it where the normal direction is given by the direction . ∇φ. 

5.2 Viscosity Solutions for Mean Curvature Flow 

We want to solve the following initial value problem: 

.∂tφ −
(
Id − ∇φ ⊗ ∇φ

|∇φ|2
)

: D2φ = 0 in (0,∞) × IRn , . (5.4) 

φ(0, x) = φ0(x) in IRn . (5.5) 

The notion of viscosity solution provides a powerful tool in order to solve highly 
nonlinear and possibly degenerate elliptic and parabolic partial differential equations of 
second order. We refer to the monograph [82] by Giga for an introduction to the level set 
approach for geometric evolution equations based on the theory of viscosity solutions. The 
corresponding analysis in the case of mean curvature flow was developed by Evans and 
Spruck [67] and Chen et al. [37]. 

We first try to motivate the following definition of a viscosity subsolution. Assume a 
smooth function . φ fulfills 

. ∂tφ −
(
Id − ∇φ ⊗ ∇φ

|∇φ|2
)

: D2φ ≤ 0

in a point .(t0, x0) with .∇φ(t0, x0) �= 0. Suppose in addition that . ψ is smooth and . φ − ψ

has a local maximum at .(t0, x0). Then we obtain 

.∂tφ(t0, x0) = ∂tψ(t0, x0), ∇φ(t0, x0) = ∇ψ(t0, x0), D2φ(t0, x0) ≤ D2ψ(t0, x0) .
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We hence deduce (where the first inequality follows as in the proof of the classical 
maximum principle) 

. ∂tψ(t0, x0) −
(
Id − ∇ψ(t0, x0) ⊗ ∇ψ(t0, x0)

|∇ψ(t0, x0)|2
)

: D2ψ(t0, x0)

≤ ∂tφ(t0, x0) −
(
Id − ∇φ(t0, x0) ⊗ ∇φ(t0, x0)

|∇φ(t0, x0)|2
)

: D2φ(t0, x0)

≤ 0 .

Therefore we define viscosity solutions as follows. 

Definition 5.2.1 

(i) A function .φ ∈ C0([0,∞) × IRn) is called a viscosity subsolution of (5.4) 
provided that for each .ψ ∈ C∞(IRn+1), for  which .φ −ψ has a local maximum 
at .(t0, x0) ∈ (0,∞) × IRn, we have  

. ∂tψ −
(
Id − ∇ψ ⊗ ∇ψ

|∇ψ |2
)

: D2ψ ≤ 0 at (t0, x0) if ∇ψ(t0, x0) �= 0 ,

∂tψ − (Id − p ⊗ p) : D2ψ ≤ 0 at (t0, x0) for some

|p| ≤ 1 if ∇ψ(t0, x0) = 0 .

(ii) We define a viscosity supersolution of (5.4) analogously by replacing maximum
by minimum and demanding

. ∂tψ −
(
Id − ∇ψ ⊗ ∇ψ

|∇ψ |2
)

: D2ψ ≥ 0 at (t0, x0) if ∇ψ(t0, x0) �= 0 ,

∂tψ − (Id − p ⊗ p) : D2ψ ≥ 0 at (t0, x0) for some

|p| ≤ 1 if ∇ψ(t0, x0) = 0 .

(iii) A viscosity solution of (5.4) , (5.5) is a function which is both a sub- and a
supersolution and which satisfies .φ(0, x) = φ0(x) for all .x ∈ IRn.
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5.3 An Existence Theorem for Viscosity Solutions of Mean 
Curvature Flow 

Evans and Spruck [67] and Chen et al. [37] proved the following theorem. 

Theorem 5.3.1 Assume .φ0 : IRn → IR is continuous and satisfies 

. φ0(x) = 1 for |x| ≥ S

for some .S > 0. Then there exists a unique viscosity solution of (5.4) , (5.5) such
that

. φ(t, x) = 1 for |x| + t ≥ R

for some .R > 0 depending only on S. 

Remark 5.3.2 

(1) Given a compact hypersurface . �0 we can choose a continuous function . φ0 :
IRn → IR such that 

. �0 = {x ∈ IRn | φ0(x) = 0} .

If .φ : [0,∞)× IRn → IR is the unique viscosity solution of (5.4) , (5.5) we then
call

. �(t) = {x ∈ IRn | φ(t, x) = 0}, t ≥ 0

a generalized evolution by mean curvature flow. One can show that the sets . �(t)

only depend on . �0 but not on the specific choice of the level set function . φ0. 
(2) The sets .(�(t))t≥0 exist for all times and lead to a notion of a solution past 

singularities. 
(3) The sets .�(t) can have an interior. This is called fattening and in this case we do 

not obtain the evolution of a hypersurface, see Fig. 5.2 for an example and the 
book of Giga [82] for more details.
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Fig. 5.2 An example for fattening in mean curvature flow 

Evans and Spruck [67] used a regularized problem to show the existence result in 
Theorem 5.3.1. They solved 

.∂tφ
ε −

(
Id − ∇φε ⊗ ∇φε

ε2 + |∇φε|2
)

: D2φε = 0 in (0,∞) × IRn, . (5.6) 

φε(0, ·) = φ0 in IRn (5.7) 

and showed that the sequence .(φε)ε>0 converges locally uniformly in .[0,∞) × IRn to a 
viscosity solution . φ of (5.4) , (5.5) . In the proof, maximum and comparison principles are
used in crucial arguments.

5.4 A Level Set Approach for Numerically Solving Mean Curvature 
Flow 

We present an algorithm based on the level-set formulation for the mean curvature flow 
from Sect. 5.2, see  [72]. In order to handle potential difficulties when . ∇φ vanishes we use 
the regularized problem (5.6) which we rewrite similarly as in Sect. 5.1 as 

.0 = ∂tφ
ε −

(
Id − ∇φε ⊗ ∇φε

ε2 + |∇φε|2
)

: D2φε

= ∂tφ
ε −

√
ε2 + |∇φε|2∇ ·

( ∇φε√
ε2 + |∇φε|2

)
.
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Unfortunately, the spatial operator is not in divergence form, which makes a finite element 
discretization difficult. Thus we divide by .

√
ε2 + |∇φε|2 to arrive at 

.
∂tφ

ε√
ε2 + |∇φε|2 − ∇ ·

( ∇φε√
ε2 + |∇φε|2

)
= 0. (5.8) 

For practical purposes it is necessary to solve (5.8) on a bounded computational
domain. Therefore we choose a bounded convex domain .� ⊂ IRn that contains the initial 
hypersurface . �0 and consider (5.8) together with a homogeneous Neumann boundary
condition. The discretization is now straightforward: The time derivative is replaced by,
for instance, a backward Euler time discretization and the spatial operator is discretized by
integrating by parts and then using finite elements. More precisely, let . T be a triangulation 
of . � and denote by 

. Xh := {φh ∈ C0(�) | φh|T ∈ P1(T ), T ∈ T }

the space of continuous, piecewise linear finite elements. Furthermore, we choose a time 
step .δ > 0 and set .tk = kδ, k = 0, . . . , M with .Mδ = T . We denote by .φk

h ∈ Xh the 
approximation of .φε(tk, ·) and choose .φ0

h = Ihφ0, where . Ih is the Lagrange interpolation 
operator and .φ0 ∈ C0(�) such that .�0 = {x ∈ IRn | φ0(x) = 0}, compare (1) in 
Remark 5.3.2. 

The algorithm is now given as follows: Given .φk
h ∈ Xh find .φk+1

h ∈ Xh such that 

.
1

δ

∫
�

(φk+1
h − φk

h)ζh√
ε2 + |∇φk

h|2
dx +

∫
�

∇φk+1
h ·∇ζh√

ε2 + |∇φk
h|2

dx = 0 ∀ζh ∈ Xh. (5.9) 

Note that in each time step only a linear system has to be solved. Somewhat surprisingly
the scheme is nevertheless unconditionally stable in the sense that

.

∫
�

√
ε2 + |∇φk

h|2 dx ≤
∫

�

√
ε2 + |∇φ0

h|2 dx, k = 1, . . . ,M. (5.10) 

In order to see (5.10) we adapt the proof of Theorem 5.5 in [46]. Inserting . ζh = φk+1
h −φk

h

into (5.9) we obtain

.
1

δ

∫
�

(φk+1
h − φk

h)2√
ε2 + |∇φk

h|2
dx +

∫
�

∇φk+1
h · ∇(φk+1

h − φk
h)√

ε2 + |∇φk
h|2

dx = 0. (5.11)
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Let us focus on the second term on the left hand side and write 

. A := ∇φk+1
h · ∇(φk+1

h − φk
h)√

ε2 + |∇φk
h|2

= |∇φk+1
h |2√

ε2 + |∇φk
h|2

− ∇φk+1
h · ∇φk

k√
ε2 + |∇φk

h|2
.

Abbreviating .Qk
h =

√
ε2 + |∇φk

h|2 and .νk
h = (∇φk

h, ε)T

Qk
h

we see that 

. |νk
h| = 1 as well as νk+1

h · νk
h = ∇φk+1

h · ∇φk
h + ε2

Qk+1
h Qk

h

,

so that after some straightforward calculations 

. A = (Qk+1
h )2 − ε2

Qk
h

− Qk+1
h νk+1

h · νk
h + ε2

Qk
h

= (Qk+1
h )2

Qk
h

− Qk+1
h νk+1

h · νk
h

= Qk+1
h − Qk

h + 1

2
|νk+1

h − νk
h|2Qk+1

h + (Qk+1
h − Qk

h)
2

Qk
h

≥ Qk+1
h − Qk

h.

If we insert this inequality into (5.11) and recall the definition of . Qk
h we obtain 

. 

∫
�

√
ε2 + |∇φk+1

h |2 dx ≤
∫

�

√
ε2 + |∇φk

h|2 dx,

so that (5.10) follows. A convergence result for the Algorithm (5.9) can be found in [43]. 
Fig. 5.3 shows a simulation, where the initial curve is chosen as a lemniscate. In Fig. 5.4 
we present a numerical computation of mean curvature flow with the level set method in 
three dimensions where the initial zero level set is a torus. 

Fig. 5.3 Curvature flow for curves computed with the level set method; picture taken from [73]
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Fig. 5.4 Mean curvature flow 
computed with the level set 
method: evolution of the zero 
level set for a 3D situation. The 
initial zero level set is a torus, 
evolving towards a sphere, thus 
changing its topology. Cut 
perpendicular to the plane of 
rotational symmetry (below), 
cut parallel to this plane 
(above). Picture taken from 
[73] 

5.5 Relating Phase Field and Sharp Interface Energies 

The Ginzburg–Landau energy 

.Eε(ϕ) :=
∫

�

( ε
2 |∇ϕ|2 + 1

ε
ψ(ϕ))dx, (5.12) 

can be related to the surface energy in the limit .ε → 0. The appropriate notion to make 
this statement precise is the concept of .�-limit which we now define. 

Definition 5.5.1 Let .(X, d) be a metric space and .(Fε)ε>0 a family of functionals 
.Fε : X → (−∞,∞]. We say that .(Fε)ε>0 .�-converges to a functional . F : X →
(−∞,∞] (which we will denote as .Fε

�−→ F ) if the following properties hold: 

(i) (lim inf inequality) For every .u ∈ X and .uε ∈ X, .ε > 0, such that .uε → u as 
.ε → 0 it holds 

. F(u) ≤ lim inf
ε→0

Fε(uε) .

(ii) (lim sup inequality) For every .u ∈ X there exist .uε ∈ X, .ε > 0, such that 
.uε → u as .ε → 0 and 

.lim sup
ε→0

Fε(uε) ≤ F(u) .
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We note that the concept of .�-limits is more general and can be generalized to more 
general spaces, see Dal Maso [40]. The notion of .�-limit is in particular appropriate for 
sequences of variational problems as under appropriate assumptions minima of . Fε will 
converge to minima of F , see  [31]. 

It was shown in [120] and [121] that the Ginzburg–Landau energies . Eε defined in 
Eq. (5.12) .�-converge to a multiple of the surface area functional. It turns out that a 
suitable metric for this convergence is induced by the .L1(�)-norm and hence we extend 
. Eε to .L1(�) by setting 

. Eε(ϕ) :=
⎧⎨
⎩

∫
�
( ε
2 |∇ϕ|2 + 1

ε
ψ(ϕ)) dx if ϕ ∈ H 1(�) ,

∞ if ϕ ∈ L1(�) \ H 1(�) .

In order to formulate this precisely we work in the space of bounded variation (BV). Define 
.f ∈ BV (�), if .f ∈ L1(�) and .

∫
�

|∇f |, the total variation of the distribution . ∇f , is finite, 
i.e., 

. 

∫
�

|∇f | := sup
{∫

�
f ∇· g dx | g ∈ C1

0(�, IRn), |g(x)| ≤ 1 for all x ∈ �
}

< ∞.

For .f ∈ BV (�) one obtains that .∇f and .|∇f | are Radon measures on . � with values in 
.IRn and . IR, respectively. A measurable set .E ⊂ � with .

∫
�

|∇χE | < ∞, where . χE is the 
characteristic function of E, is called Caccioppoli set. In a generalized sense such a set E 
has a bounded perimeter. We can now define a generalized unit normal to the boundary of 
E given by .νE = ∇χE|∇χE | as the Radon–Nikodym derivative of .∇χE with respect to .|∇χE |. 
We refer to Giusti [84] and Ambrosio, Fusco, Pallara [7] for more details on functions of 
bounded variation. 

If .E ⊂⊂ � is open with smooth boundary it holds 

.

∫
�

|∇χE | = H n−1(∂E) . (5.13) 

To show this is an exercise. Under appropriate assumptions on . ψ and . � it can be shown 
that the functionals . Eε in fact .�-converge to the functional 

. E(ϕ) :=
⎧⎨
⎩

cψ

∫
�

|∇χ{ϕ=1}| if ϕ ∈ BV (�, {−1, 1}) ,

∞ if ϕ ∈ L1(�) \ BV (�, {−1, 1}) ,

where .cψ := ∫ 1
−1

√
2ψ(z)dz. More precisely, we have 

.Eε
�−→ E as ε → 0
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with respect to the .L1-topology. This .�-convergence result is stable under adding an 
integral constraint for . Eε in the functional which is important in many applications where 
this corresponds to a mass conservation property. We refer to [120, 121] and [31] for  
more details. It is possible to relate gradient flows of . Eε to the gradient flows of the area 
functional E discussed in Sect. 3.3, see  [76]. 

5.6 Solving Interface Evolution Problems in a BV-Setting 

In general classical solutions to interface evolution problems do not exist for large times 
due to the fact that topological changes and singularities can occur. We already introduced 
viscosity solutions as a way to have a weak formulation allowing for singularities in the 
geometry. Another approach for long-time existence allowing for singularities is a setting 
within functions of bounded variations (BV-functions). This has been used for example 
by Luckhaus and Sturzenhecker [114], see also [5] for a related approach. Luckhaus and 
Sturzenhecker [114], see also [113], used a weak formulation of the identity .u = κ in 
the setting of functions of bounded variations (BV-functions). The BV-formulation of 
Luckhaus and Sturzenhecker [114] now replaces the pointwise identity .u = κ by 

.

∫ T

0

∫
�

(
∇· ξ − ∇χ

|∇χ | ·
(

Dξ
∇χ

|∇χ |
))

d|∇χ(t)|dt =
∫

�T

∇· (uξ) χ d(t, x) , (5.14) 

which has to hold for all .ξ ∈ C1(�T , IRn), .�T := (0, T ) × �. Here  . χ : �T → {0, 1}
is a phase function where phase 2 is given by the set . {(t, x) ∈ (0, T ) × � | χ(t, x) = 1}
and phase 1 is given by the set .{(t, x) ∈ (0, T ) × � | χ(t, x) = 0} and one assumes that 
.χ(t, .) ∈ BV (�) for all .t ∈ (0, T ). 

If the interface is smooth and without boundary Eq. (5.14) leads to 

. 

∫ T

0

∫
�(t)

∇� · ξ dH n−1dt = −
∫ T

0

∫
�(t)

u ξ ·ν dH n−1dt

and using the Gauss theorem on manifolds we have 

. 

∫ T

0

∫
�(t)

κξ ·ν dH n−1dt =
∫ T

0

∫
�(t)

u ξ ·ν dH n−1dt

which shows that (5.14) is a weak formulation of .u = κ . 
Luckhaus and Sturzenhecker [114] use the method of implicit time discretization in 

order to approximate solutions to the mean curvature flow equation and to the Mullins– 
Sekerka problem. This is done in the spirit of a minimizing movement scheme discussed in 
Sect. 3.1.2. The discretization for mean curvature flow is done as follows. For .δ = T/N , 
.N ∈ N, a time-discrete solution .χδ : �T → {0, 1} ∈ L1(0, T ;BV (�)) is constructed
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which is constant on intervals .[(i − 1)δ, iδ). The construction is done iteratively by 
minimizing the energy functional 

.F (E) =
∫

�

|∇χE | +
∫

E�Et−δ

( 1
δ
) dist (., ∂Et−δ) dx (5.15) 

in the class of all measurable subsets .E ⊂ �, where we start on .[0, δ) with the set . E0. The  
sets . Et are then defined as a minimizer of the above minimization problem. The notation 
.E�F stands for the symmetric difference of two sets 

. E�F = (E \ F) ∪ (F \ E) .

The term .
∫
E�Et−δ

( 1
δ
) dist (., ∂Et−δ) in (5.15) is quadratic in the “distance” of the sets

E and .Et−δ (take into account that an integration in normal direction is involved). One 
can show existence of time-discrete solutions and a compactness result yields . χδ →
χ in .L1(�T ) as .δ → 0 for some .χ ∈ L2(�T ). It is shown in addition that the 
.χδ(t) ∈ BV (�) are uniformly bounded in t . One also obtains a .u : �T → IR with 
.u ∈ L1(0, T ;L1(|∇χ(t)|) (careful: interpret this in the correct way) such that 

.

∫
�T

((
∇ · ξ − ∇χ

|∇χ | ·
(

∇ξ
∇χ

|∇χ |
))

|∇χ | + uξ · ∇χ

)
= 0 (5.16) 

for all .ξ ∈ C∞(�T , IRn), .ξ|(0,T )×∂� = 0 and 

. 

∫
�T

χ∂t ζ +
∫

�

χE0ζ(0) = −
∫

�T

uζ |∇χ |

for all .ζ ∈ C∞(�T , IR), .ζ|(0,T )×∂� = 0, .ζ(T ) = 0. 
The first equation states 

. κ = u

and the second is a weak form of 

. V = u .

However, in order to ensure that the limit procedure can be performed rigorously situations 
like in Fig. 5.5 have to be excluded. This approach can also be used for situations when 
an equation on . � is coupled to bulk equations. A simplified form of the Stefan problem is
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dist → 0 as  n → ∞  

Ωn 
+ 

Ωn 
+ 

Ω+ 

Ω+ 

Fig. 5.5 An example where a loss of area appears in a limit . n → ∞

the following Mullins–Sekerka-problem 

. − �u = 0 in �−(t) ∪ �+(t) , . (5.17) 

V = −[∇u]+− ·ν on �(t) , . (5.18) 

u = κ on �(t) , . (5.19) 

∇u ·n = 0 on ∂� , (5.20) 

where .�−(t), .�+(t) are the sets occupied by the two phases at time t . In this case (5.16) 
is coupled to the following weak formulation of (5.17) , (5.18) and (5.19) : Find a function
.u ∈ L2((0, T ),H 1,2(�)) such that 

. 

∫
�T

χ∂t ζ +
∫

�

χE0ζ(0) =
∫

�T

∇u · ∇ζ

for all .ζ ∈ C∞(�T , IR), .ζ(T ) = 0. For a related result for the Stefan problem we refer to 
Luckhaus [113]. 

5.7 Phase Field Models for Two-Phase Flow: 
The Cahn–Hilliard–Navier–Stokes Model 

In this section we consider a phase field description of the two-phase flow problem 
introduced in Sect. 3.7. In a phase field model of two-phase flow, a partial mixing of 
the two incompressible fluids in a thin interfacial region is assumed. At the beginning we 
consider for simplicity the case where the two fluids have the same density. As the fluids
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are incompressible we have, compare Sect. 3.7.1, 

.∇ ·u = 0. (5.21) 

This equation gives the conservation of mass for the two individual species. However, the
conservation of momentum derived in the sharp interface case, see Sect. 3.7.2 needs to 
be adapted. We have seen in Sect. 3.7.4 that the interface between two phases carries an 
energy which is proportional to the surface area. As we have seen in Sect. 5.5, surface area 
in the phase field setting is approximated by the Ginzburg–Landau functional 

.Eε(ϕ) :=
∫

�

( ε
2 |∇ϕ|2 + 1

ε
ψ(ϕ))dx. (5.22) 

Motivated by this and by Proposition 3.7.2 we introduce a total energy density 

.e(u, ϕ,∇ϕ) = ρ

2
|u|2 + f (ϕ,∇ϕ) (5.23) 

as the sum of the kinetic energy and an interfacial energy. We take

.f (ϕ,∇ϕ) = γ̂ ( ε
2 |∇ϕ|2 + 1

ε
ψ(ϕ)) (5.24) 

where . γ̂ is a parameter proportional to the coefficient of surface tension . γ . Similar as in 
Chap. 3 one can derive a balance equation for the phase field as 

.∂tϕ + ∇ · (ϕu) + ∇ · Jϕ = 0 (5.25) 

and a momentum equation as

.ρ∂tu + ρu · ∇u = ∇ · T. (5.26) 

The appropriate formulation of the second law of thermodynamics in the isothermal case
is given by the following dissipation inequality, see e.g. [89], 

.
d

dt

∫
V (t)

e(u, ϕ,∇ϕ) dx +
∫

∂V (t)

Je · νS dH n−1 ≤ 0 (5.27) 

where .V (t) is a test volume which is transported with the flow . u, . Je is an energy flux and 
. νS the outward pointing normal of .∂V (t). Using the Transport Theorem 2.11.1 and the 
fact that the test volume is arbitrary one obtains the local form, see [3, 111], 

. − D := ∂t e + ∇ · (ue) + ∇ · Je ≤ 0 . (5.28)
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One can now use a Lagrange multiplier method, see [111], to derive constitutive relations 
between the different involved quantities which guarantee that the second law is fulfilled. 
Every fields .(ϕ, u) which fulfill the dissipation inequality (5.28) and .∇ ·u = 0 also fulfill 

. − D = ∂t e + u · ∇ϕ + ∇ · Jϕ − μ(∂tϕ + u · ∇ϕ + ∇ · Jϕ) ≤ 0, (5.29) 

where . μ is a Lagrange multiplier which will be specified later. 
Using the fact that the velocity is divergence free one obtains 

. ∂t

(ρ

2
|u|2

)
+ ∇ ·

(ρ

2
|u|2u

)
= (∇ · T) · u

= ∇ ·
(
TT u

)
− T : ∇u .

Denoting by . f,ϕ and .f,∇ϕ the partial derivatives with respect to . ϕ and . ∇ϕ one gets 

. Dtf = f,ϕDtϕ + f,∇ϕ · Dt∇ϕ

where 

. Dtu = ∂tu + u · ∇u

is the material time derivative. Using 

.Dt∇ϕ = ∇Dtϕ − (∇u)T ∇ϕ (5.30) 

yields that (5.29) gives after some computations 

. − D = ∇ ·
(
Je + TT u − μJϕ + f,∇ϕDtϕ

)

+(f,ϕ − μ − ∇ · f,∇ϕ)Dtϕ

−(T + ∇ϕ ⊗ f,∇ϕ) : ∇u + ∇μ · Jϕ ≤ 0 .

Choosing the chemical potential as 

. μ = f,ϕ − ∇ · f,∇ϕ

and the energy flux as 

.Je = −TT u + μJϕ − f,∇ϕDtϕ
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one ends up with the dissipation inequality 

. (T + ∇ϕ ⊗ f,∇ϕ) : ∇u − ∇μ · Jϕ ≥ 0 .

As in [89] we introduce an extra stress . S and the pressure p such that 

. ̃S = T + p Id .

Due to the incompressibility condition .∇ · u = 0 the pressure p is still indeterminate, see 
also [89]. With the stress . ̃S one obtains 

. (̃S + ∇ϕ ⊗ f,∇ϕ) : ∇u − ∇μ · Jϕ ≥ 0

since .∇ · u = 0. The  term .S = S̃+ ∇ϕ ⊗ f,∇ϕ will turn out to be the viscous stress tensor 
since it corresponds to irreversible changes of energy due to friction. 

We now choose specific constitutive assumptions. In order to obtain a so-called 
Newtonian fluid we choose 

. S = S̃ + ∇ϕ ⊗ f,∇ϕ = 2μ̂(ϕ)D(u)

with a .ϕ-dependent viscosity .μ̂(ϕ) ≥ 0 and .D(u) = 1
2

(∇u + (∇u)T
)
. For the diffuse flux 

. Jϕ we choose a variant which is of Fick’s type as follows 

. J = −m(ϕ)∇μ,

where .m(ϕ) ≥ 0, which guarantees that the dissipation inequality is fulfilled. With the free 
energy 

. f (ϕ,∇ϕ) = γ̂

(
ε

2
|∇ϕ|2 + 1

ε
ψ(ϕ)

)

we obtain the following Cahn–Hilliard–Navier–Stokes model with matched densities 

.ρ∂tu + ((ρu) · ∇)u − ∇ · (2μ̂(ϕ)D(u)) + ∇p = −γ̂ ε∇ · (∇ϕ ⊗ ∇ϕ) , . (5.31) 

∇ · u = 0 , . (5.32) 

∂tϕ + u · ∇ϕ = ∇ · (m(ϕ)∇μ) , . (5.33) 

γ̂

ε
ψ ′(ϕ) − γ̂ ε�ϕ = μ . (5.34)

Matched densities means that the densities in the two phases are the same. This is of
course seldom the case in real applications. Therefore, several attempts have been made
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to introduce Cahn–Hilliard–Navier–Stokes models with non-matched densities. The most 
prominent examples are models by Lowengrub and Truskinovsky [112] and Abels et al. 
[3]. In the model of Abels et al. the momentum balance (5.31) is replaced by

. ρ∂tu + ((ρu + J̃ ) · ∇)u − ∇ · (2μ̂(ϕ)D(u)) + ∇p = −γ̂ ε∇ · (∇ϕ ⊗ ∇ϕ) ,

with 

. ̃J = ρ̃+ − ρ̃−
2

Jϕ = − ρ̃+ − ρ̃−
2

m(ϕ)∇μ

where . ρ̃+ and . ρ̃− are the mass densities of the two phases. 
It can be shown, with the help of formally matched asymptotic expansions, that the 

above Cahn–Hilliard–Navier–Stokes system converges to the sharp interface problem 
introduced in Sect. 3.7, see  [3]. A mathematical analysis of Cahn–Hilliard–Navier–Stokes 
system can be found in [1, 4]. 

5.8 Existence Theory for the Cahn–Hilliard Equation 

In this section we discuss how to show existence of solutions to the Cahn–Hilliard 
equation. The idea is to show in a simple situation how one can obtain existence results. 
For more complex situations we refer to [2, 4, 62, 119]. We consider the Cahn–Hilliard 
equation in the form 

.∂tϕ = �μ , . (5.35) 

μ = −ε�ϕ + 1
ε
ψ ′(ϕ) (5.36) 

in .�T := (0, T ) × �. We assume that .� ⊂ R
n, .n ∈ N, is a bounded domain with 

Lipschitz boundary and choose a time .T > 0. Here  .ϕ,μ : (0, T ) × � → R are the 
scaled concentration and the chemical potential. The parameter .ε > 0 is a typically small 
constant and . ψ is a free energy density and in applications . ψ often has a double well 
form, see Sect. 3.8 for details. Equations (5.35) and (5.36) have to be solved together with
Neumann and no-flux boundary conditions

.∇ϕ · n = 0 and ∇μ · n = 0 on (∂�)T := (0, T ) × ∂� (5.37)
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and initial conditions .ϕ(0) = ϕ0. Here . n is the outer unit normal to . ∂�. We assume 

(A) that .ψ ∈ C1(R,R) and that there exist constants .C1, C2, C3 > 0 such that for all 
. z ∈ R

. |ψ ′(z)| ≤ C1|z|q + C2 and ψ(z) ≥ −C3 ,

where .q = n
n−2 if .n ≥ 3 and .q ∈ R

+ arbitrary if .n = 1, 2. 

With these assumptions we will prove an existence result. The proof of the existence result 
will crucially depend on the following energy decreasing property of solutions 

. 
d

dt

∫
�

(
ε
2 |∇ϕ|2 + 1

ε
ψ(ϕ)

)
dx =

∫
�

(
ε∇ϕ · ∇∂tϕ + 1

ε
ψ ′(ϕ)∂tϕ

)
dx

=
∫

�

∂tϕ(−ε�ϕ + 1
ε
ψ ′(ϕ))dx

=
∫

�

(�μ)μ dx

= −
∫

�

|∇μ|2dx ≤ 0 . (5.38) 

Integrating this identity will give the basic a priori estimates for (5.35) , (5.36) , (5.37) .
We now formulate the basic existence result for (5.35) –(5.37) . For notations and results

on Sobolev spaces and Banach space valued integration we refer to Alt [6], Evans [66] and 
Wloka [152]. 

Theorem 5.8.1 We assume (A) and .ϕ0 ∈ H 1(�). Then there exists a pair of 
functions .(ϕ, μ) such that 

. (1) ϕ ∈ L∞(0, T ;H 1(�)) ∩ C0([0, T ];L2(�)) ,

(2) ∂tϕ ∈ L2(0, T ; (H 1(�))′) ,

(3) ϕ(0) = ϕ0 ,

(4) μ ∈ L2(0, T ;H 1(�)) ,

which satisfies (5.35) and (5.36) in the following weak sense. It holds that

.

∫ T

0
〈∂tϕ(t), ζ(t)〉(H 1)′,H 1 dt = −

∫
�T

∇μ · ∇ζ d(t, x) (5.39)

(continued)
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for all .ζ ∈ L2(0, T ;H 1(�)) and 

.

∫
�T

μη d(t, x) =
∫

�T

ε∇ϕ · ∇η d(t, x) +
∫

�T

1
ε
ψ ′(ϕ)η d(t, x) (5.40) 

for all .η ∈ L2(0, T ;H 1(�)). 

Proof We prove the theorem with the help of the so-called Faedo-Galerkin approximation 
which in essence means to project the equations and the solution spaces to a finite 
dimensional subspace of .H 1(�). We now choose .(wi)i∈N as eigenfunctions of the Laplace 
operator with Neumann boundary conditions. We refer to Jost [100, Section 11.5] for 
details on the eigenfunctions of elliptic operators. The functions . wi hence solve . −�wi =
λiwi in . �, .∇wi · n = 0 on . ∂� in a weak sense, i.e., 

.

∫
�

∇wi · ∇ζ dx = λi

∫
�

wiζ dx (5.41) 

for all .ζ ∈ H 1(�). We normalize the . wi such that .(wi, wj )L2(�) = δij . As constant 
functions are eigenfunctions of the Laplace operator with eigenvalue 0, we can choose 
.λ1 = 0 and . w1 as the constant . 1

|�| 12
, where . |�| is the Lebesgue measure of . �. We now  

define the orthogonal projection 

. πN : L2(�) → XN := span{w1, . . . , wN }

which is given as 

. πNϕ =
N∑

j=1

(ϕ,wj )L2(�)wj .

It holds, see, e.g., [6], 

.‖πNϕ‖L2(�) ≤ ‖ϕ‖L2(�) (5.42) 

and

.‖∇(πNϕ)‖L2(�) ≤ ‖∇ϕ‖L2(�). (5.43)
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We now determine for all .t ∈ [0, T ] functions .ϕN(t) ∈ span{w1, . . . , wN } and . μN(t) ∈
span{w1, . . . , wN } as approximate solutions of (5.35) , (5.36) . In fact, we require

.ϕN(t, x) =
N∑

i=1

cN
i (t)wi(x), μN(t, x) =

N∑
i=1

dN
i (t)wi(x) , . (5.44) 

∫
�

∂tϕ
N(t)wj dx = −

∫
�

∇μN(t) · ∇wj dx

for j = 1, . . . , N , . (5.45) ∫
�

μN(t)wj dx =
∫

�

ε ∇ϕN(t) · ∇wj dx +
∫

�

1
ε
ψ ′(ϕN(t))wj dx

for j = 1, . . . , N , . (5.46) 

ϕN(0) = πNϕ0. (5.47) 

Here, and in the whole book, we often write .v(t)(x) for a space-time function v, i.e., 
.v(t) : � → R. We use the orthonormality of the eigenfunctions .(wi)i=1,...,N to compute 

. 

∫
�

∂tϕ
N(t)wj dx =

N∑
i=1

(cN
i )′(t)

∫
�

wiwj dx = (cN
j )′(t) .

We obtain that the system (5.45), (5.46) reduces to a system of ordinary differential 
equations for the vector .cN(t) = (cN

i (t))i=1,...,N , where the right hand side of the ordinary 
differential equation depends continuously on . cN . In fact, using (5.41) we obtain for
. j = 1, . . . , N,

. (cN
j )′ = −λjd

N
j ,

dN
j = ελj c

N
j + 1

ε

∫
�

ψ ′
(

N∑
i=1

cN
i wi

)
wj dx ,

which has to hold for the vector valued function . cN together with the initial condition 
.cN

j (0) = (ϕ0, wj )L2(�). The second identity yields that a continuous function . F : RN →
R

N exists such that .dN(t) = F(cN(t)). Peano’s theorem, see, e.g., Zeidler [154], now 
guarantees the existence of a local in time solution on a time interval .[0, T ] with a possibly 
small .T > 0. 

In order to establish the existence on the whole time interval we show an energy 
estimate. For the free energy 

.F (ϕ) =
∫

�

( ε
2 |∇ϕ|2 + 1

ε
ψ(ϕ))dx
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we compute 

. 
d

dt
F (ϕN(t)) = d

dt

∫
�

(
ε
2 |∇ϕN(t)|2 + 1

ε
ψ(ϕN(t))

)
dx

=
∫

�

(ε∇ϕN(t) · ∇∂tϕ
N(t) + 1

ε
ψ ′(ϕN(t))∂tϕ

N(t))dx

=
∫

�

μN(t)∂tϕ
N(t)dx

= −
∫

�

|∇μN(t)|2dx .

In the second equality we used the fact that .cN
1 , . . . , cN

N are .C1-functions with respect to 
t . The third equality follows if we multiply (5.46) by .(cN

j )′(t) and sum over all j . The  last  

identity follows by multiplying (5.45) by .dN
j (t) and summing over j . 

Integrating the above equality with respect to t gives for all .s ∈ [0, T ] and all . N ∈ N

. 

∫
�

ε
2 |∇ϕN(s)|2dx +

∫
�s

|∇μN |2d(t, x)

=
∫

�

ε
2

(
|∇ϕN(0)|2 + 1

ε
ψ(ϕN(0))

)
dx −

∫
�

1
ε
ψ(ϕN(s))dx ≤ C . (5.48) 

We need to verify the last inequality which states that a C not depending on N exists
such that this inequality is true. As .ϕ0 ∈ H 1(�) we obtain from (5.42) and (5.43) that
.πNϕ0 = ϕN(0) is uniformly bounded in .H 1(�). By the Sobolev embedding theorem 
the Sobolev space .H 1(�) embeds into .Lp(�) with .p = 2n

n−2 for .n ≥ 3 and p arbitrary 
for .n = 1, 2. From Assumption (A), the fundamental theorem of calculus and Young’s 
inequality we can now derive that suitable constants . C4 and . C5 exist such that for all 
. z ∈ R

. |ψ(z)| ≤ C4|z|q + C5 ,

where .q < 2n
n−2 if .n ≥ 3 and .q ∈ R

+ arbitrary if .n = 1, 2. Combining the above 
arguments we hence obtain that .

∫
�

ψ(ϕN(0))dx is uniformly bounded. This together with 
the fact that .ψ ≥ −C3 then implies that the constant in (5.48) can be chosen independent
of N .

As . w1 is constant we obtain from Eq. (5.45) for .j = 1 that 

.
d

dt

∫
�

ϕN(t)dx = 0 . (5.49)
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In addition, noting that for .i ≥ 2 the orthogonality .(wi, w1)L2 = 0 implies .
∫
�

widx = 0, 
we have 

. 

∫
�

ϕN(0)dx =
N∑

i=1

(ϕ0, wi)L2(�)

∫
�

wi dx = (ϕ0, w1)L2(�)

∫
�

w1 dx

= (ϕ0, |�|− 1
2 )L2(�)|�|− 1

2 |�| =
∫

�

ϕ0 dx .

Hence, we obtain .
∫
�

ϕN(0)dx = ∫
�

ϕ0 dx, which does not depend on N . This together 
with (5.49) yields 

. 

∫
�

ϕN(t)dx =
∫

�

ϕ0 dx .

From estimate (5.48) we can now deduce that .∇ϕN ∈ L∞(0, T ;L2(�)) and Poincaré 
inequality for functions with mean value zero then yields 

. sup
t∈[0,T ]

‖ϕN(t)‖H 1(�) ≤ C .

As all the .ϕN(t) lie in a finite dimensional vector space on which all norms are 
equivalent, we obtain that the .(cN

1 , . . . , cN
N ) are bounded in .[0, T ]. Now ODE theory 

implies that the local solution can be extended to the full interval .[0, T ]. 
Denoting, as above, by . πN the orthogonal projection of .L2(�) onto .span{w1, . . . , wN }, 

we obtain for all . ζ ∈ L2(0, T ;H 1(�))

. 

∣∣∣∣
∫

�T

∂tϕ
Nζd(t, x)

∣∣∣∣ =
∣∣∣∣
∫

�T

∂tϕ
NπNζd(t, x)

∣∣∣∣
=

∣∣∣∣
∫

�T

∇μN · ∇(πNζ )d(t, x)

∣∣∣∣

≤
(∫

�T

|∇μN |2d(t, x)

) 1
2
(∫

�T

|∇(πNζ )|2d(t, x)

) 1
2

≤
(∫

�T

|∇μN |2d(t, x)

) 1
2 ‖∇ζ‖L2(�T )

≤ C‖∇ζ‖L2(�T ) , (5.50)



5.8 Existence Theory for the Cahn–Hilliard Equation 127

where we compute for all t the .L2-projection .πNζ with respect to the x-variable and 
use (5.43) in the second inequality. This implies that .∂tϕ

N is uniformly bounded in 
.L2(0, T ; (H 1(�))′), i.e., there exists a .C > 0, such that 

. ‖∂tϕ
N‖L2(0,T ;(H 1(�))′) ≤ C .

We now need to use a compactness result by Aubin et al., see [29, 142]. It is given as 
follows. Let .X, Y and Z be Banach spaces with a compact embedding .X ↪→ Y and a 
continuous embedding .Y ↪→ Z. Then the embeddings 

.{u ∈ L2(0, T ;X) | ∂tu ∈ L2(0, T ;Z)} ↪→ L2(0, T ;Y ) (5.51) 

and

.{u ∈ L∞(0, T ;X) | ∂tu ∈ L2(0, T ;Z)} ↪→ C0([0, T ];Y ) (5.52) 

are compact. We now apply this result for the case .X = H 1(�), Y = L2(�) (. Y = Lp(�)

with .2 ≤ p < 2n
n−2 , respectively), and .Z = (H 1(�))′. With this result we obtain for 

suitable subsequences 

. 

ϕN → ϕ weakly in L2(0, T ;H 1(�)) ,

ϕN → ϕ strongly in C0([0, T ];L2(�)) ,

∂tϕ
N → ∂tϕ weakly in L2(0, T ; (H 1(�))′) and

ϕN → ϕ strongly in L2(0, T ;Lp(�)) and a.e. in �T ,

where .p < 2n
n−2 . We can now use Assumption (A), the almost everywhere convergence 

of . ϕN , the fact that . ϕN converges strongly in .L2(0, T ;Lp(�)), for all p as above, and 
Lebesgue’s general convergence theorem, see [6], to deduce that .ψ ′(ϕN) → ψ ′(ϕ) in 
.L2(�T ). 

It remains to show the convergence of . μN . Choosing .j = 1 in (5.46) gives  
.
∫
�

μN(t) = ∫
�

1
ε
ψ ′(ϕN(t)). Now Assumption (A), the fact that . ϕN is uniformly bounded 

in .L∞(0, T ;Lp(�)) with .p = 2n
n−2 and Poincaré’s inequality for functions with mean 

value zero gives 

. ‖μN‖L2(0,T ;H 1(�)) ≤ C .

This implies (again for a subsequence) 

.μN → μ weakly in L2(0, T ;H 1(�)) .
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It is possible to deduce from (5.45) , (5.46) that

.

∫ T

0
〈∂tϕ

N(t), ζ(t)〉(H 1)′,H 1dt = −
∫

�T

∇μN · ∇ζ d(t, x) (5.53) 

for all .ζ ∈ L2(0, T ; span{w1, . . . , wN }) and 

.

∫
�T

μNη d(t, x) =
∫

�T

ε∇ϕN · ∇η d(t, x) +
∫

�T

1
ε
ψ ′(ϕN)η d(t, x) (5.54) 

for all .η ∈ L2(0, T ; span{w1, . . . , wN }). Using the convergence properties of . (ϕN,μN)

we can now pass to the limit in (5.53) and (5.54) to obtain (5.39) and (5.40) for all
.ζ ∈ L2(0, T ; span{wi | i ∈ N}) and .η ∈ L2(0, T ; span{wi | i ∈ N}). As  . span{wi | i ∈ N}
is dense in .H 1(�) we also obtain (5.53)–(5.54) for all .ζ, η ∈ L2(0, T ;H 1(�)). The  
latter follows since functions of the form .

∑N
i=1 αi(t)wi(x), with .N ∈ N and . αi ∈

L2(0, T ), .i = 1, . . . N , are dense in .L2(0, T ;H 1(�)). The strong convergence of . ϕN

in .C0([0, T ];L2(�)) and the fact that .ϕN(0) → ϕ0 in .L2(�) gives .ϕ(0) = ϕ0. This  
proves the theorem. ��

5.9 The Mullins–Sekerka Problem as the Sharp Interface Limit 
of the Cahn–Hilliard Equation 

In this section we identify the sharp interface limit of the Cahn–Hilliard equation. In fact, 
we will obtain the Mullins–Sekerka problem (5.17) –(5.20) in the limit, when the thickness
of the interface (which is proportional to . ε) in the Cahn-Hilliard model tends to zero. To do 
so, we will use the method of formally matched asymptotic expansions, where asymptotic 
expansions in bulk regions have to match with expansions in interfacial regions. 

5.9.1 The Governing Equations 

As usual for phase field models, we introduce a scaling for the free energy with respect to 
a small length scale parameter . ε as follows 

.
γ̂ ε

2
|∇ϕ|2 + γ̂

ε
ψ(ϕ),
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where . γ̂ is a constant related to the surface energy density . γ . We now consider the 
following Cahn–Hilliard system: 

.∂tϕ = ∇ · (m0∇μ) , . (5.55) 

μ = γ̂

ε
ψ ′(ϕ) − γ̂ ε�ϕ . (5.56) 

We assume that

• .m0 > 0 is constant, 
• .ψ(ϕ) is a double-well potential such that .ψ(1) = ψ(−1) = 0 and .ψ(z) > 0 if . z �∈

{1,−1}. 

For a solution .(ϕε, με) of the system (5.55) and (5.56) we perform formally matched 
asymptotic expansions. It will turn out that the phase field . ϕε will change its values rapidly 
on a length scale proportional to . ε. For additional information on asymptotic expansions 
for phase field equations we refer to [71, 78]. 

5.9.2 Outer Expansions 

In a first step we expand the solution in outer regions away from the interface. We assume 
expansions of the form .ϕε = ∑∞

k=0 εkϕk and .με = ∑∞
k=0 εkμk . We now plug these 

expansions in Eqs. (5.55) and (5.56) and obtain 

.∂t

( ∞∑
k=0

εkϕk

)
= ∇ ·

(
m0∇

( ∞∑
k=0

εkμk

))
, . (5.57) 

∞∑
k=0

εkμk = γ̂

ε
ψ ′

( ∞∑
k=0

εkϕk

)
− γ̂ ε�

( ∞∑
k=0

εkϕk

)
(5.58) 

and solve the equations order by order. We first expand Eq. (5.58) in outer regions. Here, 
a Taylor expansion of the .ψ ′-term gives 

. 
γ̂

ε
ψ ′

( ∞∑
k=0

εkϕk

)
= γ̂

ε

(
ψ ′(ϕ0) + ψ ′′(ϕ0)

( ∞∑
k=1

εkϕk

)
+ . . .

)

and hence (5.58) gives to leading order, i.e., after setting all terms multiplying . 1
ε
to zero, 

.ψ ′(ϕ0) = 0 .
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As stable solutions of this equation we obtain . ±1. The fact that we obtain . ±1 can also be 
seen from the fact that 

.
d

dt

∫
�

(
ε
2 |∇ϕ|2 + 1

ε
ψ(ϕ)

)
dx ≤ 0 , (5.59) 

i.e., .
∫
�

1
ε
ψ(ϕ)dx is bounded for .t > 0 if the energy .

∫
�

(
ε
2 |∇ϕ|2 + 1

ε
ψ(ϕ)

)
dx is bounded 

initially. The fact that .ψ(z) is only 0 if .z = ±1 then implies that .ϕ = ±1 needs to hold for 
.ε → 0 almost everywhere. 

At each time t we will denote by .�±(t) the regions where .ϕ0 = ±1. Using that . ϕ0 =
±1 we obtain from (5.57) to leading order . ε0: 

. �μ0 = 0 in �±(t),

i.e., in this case we set all terms multiplying . ε0 to zero and use that .∂tϕ0 = 0. 

5.9.3 Inner Expansions 

In the next step we make an expansion in an interfacial region, where a transition between 
two phases takes place. 

New Coordinates in the Inner Region 
We denote by .� = (�(t))t∈[0,T ] the smoothly evolving interface, which we expect to be 
the limit of the zero level sets of . ϕ when . ε tends to zero and will now introduce new 
coordinates in a neighborhood of . �. Choosing the time interval .I ⊂ [0, T ] and a spatial 
parameter domain .U ⊂ R

n−1 we define a local parametrization 

. F : I × U → R
n

of . �. By  . ν we denote the unit normal to .�(t) pointing into phase 2 (which is the phase 
related to .ϕ = 1). Close to .F(I × U) we consider the signed distance function .d�(t, x) of 
a point x to .�(t) with .d�(t, x) > 0 if .x ∈ �+(t). Similar as in Sect. 2.4 we now introduce 
a local parametrization of .I × R

n close to .F(I × U) using the rescaled distance . z = d�

ε

as follows 

. Gε(t, s, z) := (t, F (t, s) + εzν(t, s)),

where .s ∈ U ⊂ R
n−1. We denote by 

.V = ∂tF · ν
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the normal velocity and observe that the inverse function . (t, s, z)(t, x) := (Gε)−1(t, x)

fulfills 

. ∂t z = 1
ε
∂td� = − 1

ε
V .

To derive the last identity we used (5.2) and the fact that .|∇d�| = 1. For a scalar function 
.b(t, x) we obtain for . b̂ defined in the new coordinates via . b̂(t, s(t, x), z(t, x)) = b(t, x)

the identity 

.
d

dt
b(t, x) = ∂t z∂zb̂ + ∂t s · ∇s b̂ + ∂t b̂ = − 1

ε
V ∂zb̂ + h.o.t., (5.60) 

where h.o.t. stands for terms that are higher order in . ε. With respect to the spatial variables 
we obtain, see the Appendix of [3], 

.∇xb = ∇�εz b̂ + 1
ε
∂zb̂ ν (5.61) 

with .∇�εz the surface gradient on 

. �εz := {F(s) + εzν(s) | s ∈ U},

where here and in what follows we often omit the t-dependence. For a vector quantity 
.j (t, x) written in the new coordinates via .ĵ (t, s(t, x), z(t, x)) = j (t, x) we obtain 

.∇x · j = ∇�εz · ĵ + 1
ε
∂zĵ · ν, (5.62) 

where .∇�εz · ĵ is the divergence of . ĵ on . �εz. In the Appendix of [3] it was computed that 

.�xb = ��εz b̂ − 1
ε
(κ + εz|H |2)∂zb̂ + 1

ε2
∂zzb̂ + h.o.t. , (5.63) 

where . κ is the mean curvature (the sum of the principal curvatures) and .|H | is the 
Frobenius norm of the Weingarten map H . In addition, we note that (see the Appendix 
of [3]) 

.∇�εz b̂(s, z) = ∇�b̂(s, z) + h.o.t. , . (5.64) 

∇�εz · ĵ (s, z) = ∇� · ĵ (s, z) + h.o.t. , . (5.65) 

��εz b̂(s, z) = ��b̂(s, z) + h.o.t. , (5.66) 

where .∇�,∇�·,�� are the surface gradient, the surface divergence and the surface 
Laplacian on . �, respectively.
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Matching Conditions 
We now assume an .ε-series approximation of the unknown functions .ϕ,μ, which in the 
inner variables we will denote by .�,M . Denoting by .�0 + ε�1 + . . . the inner expansion 
and by .ϕ0 + εϕ1 + . . . the outer expansion of the phase field, we obtain the following 
matching conditions at .x = F(s): 

. lim
z→±∞�0(z, s) = ϕ0(x±) , . (5.67) 

lim
z→±∞∂z�1(z, s) = ∇ϕ0(x±) · ν, (5.68) 

where .ϕ0(x±), . . . denotes the limit .lim
δ↘0

ϕ0(x ± δν). In addition, we obtain that if 

.�1(z, s) = A±(s) + B±(s)z + o(1) as .z → ±∞ the identities 

.A±(s) = ϕ1(x±), B±(s) = ∇ϕ0(x±) · ν (5.69) 

have to hold (see [68, 77]). Of course, similar relations hold for the function . μ. 

The Equations to Leading Order 
Plugging the asymptotic expansions into (5.55) and (5.56), we ask that each individual 
coefficient of a power in . ε vanishes. Equation (5.56) gives to leading order . 1

ε
, where we 

again use a Taylor expansion for the .ψ ′-term and also use (5.63) which expresses the
Laplace operator in the inner variables,

.0 = ∂zz�0 − ψ ′(�0) . (5.70) 

From (5.67) and the fact that .ϕ0 = ±1 in the outer regions we obtain that the following 
limits are attained: 

.�0(z) → ±1 for z → ±∞ . (5.71) 

Here, the inner variable . �0 has to match the outer variable . ϕ0. We now choose the unique 
solution of (5.70), (5.71) which fulfills 

. �0(0) = 0 .

We in particular obtain that . �0 does not depend on t and s. 
Equation (5.55) now gives to leading order . 1

ε2

.0 = m0∂zzM0 .
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Matching implies that .M0 needs to converge to the outer solution for .z → ±∞. In  
particular, we obtain that . �0 is bounded and hence, due to the fact that . M0 is also affine 
linear, we obtain that . M0 is constant. In addition, we derive, after again matching with the 
outer solution, that 

. [μ0]+− = 0 .

The Equation for the Chemical Potential at the Interface 
The equation for the chemical potential gives to the order . ε0

.M0 = γ̂ ψ ′′(�0)�1 − γ̂ ∂zz�1 + γ̂ ∂z�0κ . (5.72) 

In order to be able to obtain a solution . �1 from (5.72), a solvability condition has to hold. 
This solvability condition will yield the generalized Gibbs–Thomson equation. To see this, 
we multiply (5.72) with .∂z�0, integrate with respect to z and obtain (using the facts that 
. M0 and . V0 do not depend on z): 

. 2M0 = γ̂

∫ ∞

−∞
(ψ ′′(�0)∂z�0�1 − ∂zz�1∂z�0)dz + γ̂ κ

∫ ∞

−∞
(∂z�0)

2dz .

Defining 

. c0 :=
∫ ∞

−∞
(∂z�0)

2 dz,

we obtain after integration by parts, using the fact that .∂z�0(z), ∂zz�0(z) decay exponen-
tially for .|z| → ∞, 

. 2M0 = γ̂

∫ ∞

−∞
∂z(ψ

′(�0) − ∂zz�0)�1dz + γ̂ c0κ.

Since .ψ ′(�0) − ∂zz�0 = 0, see  (5.70), we obtain after matching 

. 2μ0 = γ κ,

where .γ := c0γ̂ . 

Interfacial Flux Balance in the Sharp Interface Limit 
We now expand Eq. (5.55) further in order to obtain contributions of the diffusive fluxes 
at the interface. 

At order . 1
ε
we deduce from (5.55),  where we used  (5.60) and (5.66) ,

.(−V )∂z�0 = ∂z(m0∂zM1) . (5.73)
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Matching, see (5.68), gives .∂zM1 → ∇μ0 · ν for .z → ±∞. Integrating (5.73) gives  

. − 2V = m0[∇μ0 · ν]+− . (5.74) 

Altogether, we now obtained the following version of the Mullins–Sekerka problem 
(dropping the index 0): 

. − �μ = 0 in �−(t) ∪ �+(t) , . (5.75) 

2V = −m0[∇μ]+− ·ν on �(t) , . (5.76) 

2μ = γ κ on �(t) , . (5.77) 

∇μ ·n = 0 on ∂� . (5.78) 

5.10 How to Discretize the Cahn–Hilliard Equation? 

In this section we would like to demonstrate that phase field approaches like the Cahn– 
Hilliard equation can easily be solved numerically by using standard finite element 
approaches and suitable time discretizations. We refer to [13,20,50,63,79] for more details. 

5.10.1 The Time Discrete Setting 

We introduce a time discretization which mimics the energy inequality for the Cahn– 
Hilliard equation and conserves the total integral, see (3.63) and (5.38) , on the discrete
level. Let .0 = t0 < t1 < . . . < tk−1 < tk < tk+1 < . . . < tM = T denote an equidistant 
subdivision of the interval .I = [0, T ] with .tk+1 − tk = δ = T/M . From here onwards the 
superscript k denotes the corresponding variables at time instance . tk . 

Time Integration Scheme 
Let .ϕ0 ∈ H 1(�) and set .ϕ0 = ϕ0. 

Time discrete systems for .k ≥ 1: 
Given .ϕk ∈ H 1(�), 
find .ϕk+1 ∈ H 1(�), .μk+1 ∈ H 1(�) satisfying 

.
1

δ

∫
�

(ϕk+1 − ϕk)η dx +
∫

�

m(ϕk)∇μk+1 · ∇η dx = 0 ∀η ∈ H 1(�), . (5.79) 

ε

∫
�

∇ϕk+1 · ∇ζ dx −
∫

�

μk+1ζ dx

+1

ε

∫
�

((ψ+)′(ϕk+1) + (ψ−)′(ϕk))ζ dx = 0 ∀ζ ∈ H 1(�), (5.80)
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where .ψ+ is convex and .ψ− is concave such that .ψ = ψ+ + ψ−. We remark that it is 
always possible to find such a so-called convex-concave splitting. 

Remark 5.10.1 

(i) We note that in (5.79) and (5.80) the only nonlinearity arises from . � ′+ and thus 
only Eq. (5.80) is nonlinear.

(ii) In this section we always assume that the mobility m is continuous and bounded 
from below by .m > 0. 

5.10.2 The Fully Discrete Setting 

For a numerical treatment we next discretize the weak formulation (5.79) and (5.80) in
space.

Let .T = (Ti)
NT

i=1 denote a conforming triangulation of . � with closed simplices . Ti, i =
1, . . . , NT , edges .Ei, i = 1, . . . , NE , .E = ⋃NE

i=1 Ei . We also denote by . NP the number of 
vertices and by . �i , .i = 1, . . . NP , the standard piecewise linear Lagrange basis functions. 
On . T we define the following finite element space: 

. Xh ={v ∈ C(�) | v|T ∈ P1(T )∀T ∈ T } =: span{�i}NP

i=1,

where .Pl(S) denotes the space of polynomials up to order .l ∈ N defined on S. Above h 
refers to the maximal diameter of the simplices .Ti, i = 1, . . . , NT . 

Using this finite element space we state the discrete counterpart of (5.79) and (5.80) :
Let .k ≥ 1, given  .ϕk

h ∈ Xh, find .ϕ
k+1
h ∈ Xh, .μ

k+1
h ∈ Xh such that for all .ζ ∈ Xh, 

.η ∈ Xh there holds: 

.
1

δ
(ϕk+1

h − ϕk
h, ζ ) + (m(ϕk

h)∇μk+1
h ,∇ζ ) = 0, . (5.81) 

ε(∇ϕk+1
h ,∇η) + 1

ε
(� ′+(ϕk+1

h ) + � ′−(ϕk
h), η) − (μk+1

h , η) = 0, (5.82) 

where .ϕ0
h = Pϕ0 denotes the . L2 projection of . ϕ0 in . Xh and .(·, ·) is the .L2-inner product. 

Another possibility is to choose . ϕ0
h as the Lagrange interpolation of . ϕ0.
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Remark 5.10.2 

(i) The system (5.81) and (5.82) is a finite dimensional nonlinear system in which
.� ′+(ϕk+1

h ) is the only non-linear term. The complete system can be solved using 
Newton’s method. For the resulting linear systems in each time step sparse direct 
solvers, see for instance [41], can be used provided that the number of unknowns 
is not too large, lets say less than 500,000 degrees of freedom. For systems 
with more unknowns one needs iterative methods with preconditioning. In this 
case one can for example use algebraic multigrid (AMG) preconditioners to 
accelerate the solution of the linear systems, see [28], and the literature therein 
for details. 

(ii) We remark that the system (5.81) and (5.82) is much easier to be solved when
compared to methods based on parametric methods and also allows for topology
changes.

(iii) In Fig. 5.6 we plot a numerical solution of the Cahn–Hilliard equation with 
plenty of topology changes. 

(iv) It is also possible to consider phase field equations based on an anisotropic 
Ginzburg–Landau energy, see [20, 85]. We refer to Fig. 5.7 for numerical 
computations in the anisotropic case. 

Fig. 5.6 Solutions of the Cahn–Hilliard equation with Neumann boundary conditions for . ϕ and . �ϕ. 
Computations by Dennis Trautwein 

Fig. 5.7 A solution of the anisotropic Cahn–Hilliard equation in two space dimensions with an 
anisotropy with hexagonal symmetry, cf. [20] for details
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5.10.3 Existence of Solutions to the Fully Discrete System 

We next show the existence of a solution to the fully discrete system (5.81) and (5.82) .

Theorem 5.10.3 There exist .ϕk+1
h ∈ Xh, .μ

k+1
h ∈ Xh solving (5.81) and (5.82) .

Proof Any solution of the system (5.81) and (5.82) fulfills

. (ϕk+1
h , 1) = (ϕk

h, 1)

which one obtains by testing Eq. (5.81) with .ζ ≡ 1. Therefore, the mean value of . ϕk+1
h

is fixed and we only need to specify the mean value free part of .ϕk+1
h . We hence define 

.α = 1
|�|

∫
�

ϕk
h dx and set 

. V(0) := {vh ∈ Xh | (vh, 1) = 0}.

Then .zk+1 := ϕk+1
h − α fulfills .zk+1 ∈ V(0). In the following we use .zk+1 as unknown 

for the phase field, since the mean value of . ϕ is fixed. In addition, we introduce . yk+1 :=
μk+1

h − 1
|�|

∫
�

μk+1
h dx and require (5.81) and (5.82) preliminarily only for test functions

with zero mean value.
We define

. X = V(0) × V(0)

with the inner product 

. ((y1, z1), (y2, z2))X := (∇y1,∇y2) + (∇z1,∇z2)

and norm .‖ · ‖2X = (·, ·)X. It follows from the inequality of Poincaré for functions with 
mean value zero that .(·, ·)X indeed defines an inner product on X. For  .(y, z) ∈ X we 
define 

. (G(y, z), (y, z))X := (z − ϕk
h, y) + δ(m(ϕk

h)∇y,∇y) + ε(∇z,∇z)

+ 1

ε
(� ′+(z + α) + � ′−(ϕk

h), z) − (y, z). (5.83) 

The function G is obviously continuous. Now we show .(G(y, z), (y, z))X > 0 for 
.‖(y, z)‖X large enough. It will then follow from [147, Lem. II.1.4], which is a consequence
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of Brouwer’s fixed point theorem and will be stated in the following remark, that G admits 
a root .(y∗, z∗) ∈ X. 

We estimate 

.

(G(y, z), (y, z))X ≥ δm(∇y,∇y) + ε(∇z,∇z) + 1

ε
(� ′+(z + α), z)

− (ϕk
h, y) + 1

ε
(� ′−(ϕk

h), z).

(5.84) 

Using the convexity of . �+, which implies that . � ′+ is monotone, one obtains 

. (� ′+(z + α), z) = (� ′+(z + α) − � ′+(α), z) + (� ′+(α), z) ≥ (� ′+(α), z).

By using Young’s and Poincaré’s inequality in (5.84) we obtain

. (G(y, z), (y, z))X > 0

for .‖(y, z)‖X ≥ R, if  R is large enough. Now [147, Lem. II.1.4] implies the existence of 
.(y∗, z∗) ∈ X such that .G(y∗, z∗) = 0. Setting .(μ, ϕ) = (y∗ + β, z∗ + α) with . β such that 
.(β, 1) = 1

ε
(� ′+(ϕ) + � ′−(ϕk

h), 1) is then a solution of (5.81) and (5.82) . ��

Remark 5.10.4 

(i) Note that we do not need any smallness requirement on the mesh size h or on 
the time step length . δ. 

(ii) Lemma II.1.4 of [147] states: 
Let X be a finite dimensional Hilbert space with inner product .〈., .〉 and 
corresponding norm . ‖.‖ and let F be a continuous map from X into itself such 
that 

. 〈F(x), x〉 > 0 for ‖x‖ = R > 0

for some .R > 0. Then there exists an .x∗ ∈ X, .‖x∗‖ ≤ R, such that 

.F(x∗) = 0.
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5.10.4 An Energy Inequality in the Fully Discrete Setting 

We will now show that the fully discrete system fulfills an energy inequality similar as in 
the continuous case. This leads to estimates which together with compactness theorems 
can be used to show that the discrete solutions converge to a continuous solution. 

Theorem 5.10.5 Let .(ϕk+1
h , .μk+1

h ) be a solution to (5.81) and (5.82) . Then it holds
for all .k ≥ 1: 

. 
ε

2

∫
�

|∇ϕk+1
h |2 dx + 1

ε

∫
�

�(ϕk+1
h ) dx

+ ε

2

∫
�

|∇ϕk+1
h − ∇ϕk

h|2 dx + δ

∫
�

m(ϕk
h)|∇μk+1

h |2 dx

≤ ε

2

∫
�

|∇ϕk
h|2 dx + 1

ε

∫
�

�(ϕk
h) dx. (5.85) 

Proof We have 

. ∇ϕk+1
h ·

(
∇ϕk+1

h − ∇ϕk
h

)

=1

2
|∇ϕk+1

h |2 − 1

2
|∇ϕk

h|2 + 1

2
|∇ϕk+1

h − ∇ϕk
h|2, (5.86) 

and since . �+ is convex and . �− is concave, 

.�+(ϕk+1
h ) − �+(ϕk

h) ≤ � ′+(ϕk+1
h )(ϕk+1

h − ϕk
h), . (5.87) 

�−(ϕk+1
h ) − �−(ϕk

h) ≤ � ′−(ϕk
h)(ϕk+1

h − ϕk
h). (5.88) 

The inequality is now obtained by testing (5.81) with .μk+1
h , (5.82) with .(ϕk+1

h −ϕk
h)/δ, 

and adding the resulting equations. This leads to 

.
1

δ
(ϕk+1

h − ϕk
h, μk+1

h ) + (m(ϕk
h)∇μk+1

h ,∇μk+1
h )

+ε
1

δ
(∇ϕk+1

h ,∇(ϕk+1
h − ϕk

h)) − 1

δ
(μk+1

h , ϕk+1
h − ϕk

h)

+1

ε

1

δ
(� ′+(ϕk+1

h ), ϕk+1
h − ϕk

h) + 1

ε

1

δ
� ′−(ϕk

h), ϕk+1
h − ϕk

h) = 0.
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Equality (5.86) and Inequalities (5.87) and (5.88) now imply

. 

∫
�

m(ϕk
h)|∇μk+1

h |2 dx + ε

2δ

∫
�

|∇ϕk+1
h |2 dx − ε

2δ

∫
�

|∇ϕk
h|2 dx

+ ε

2δ

∫
�

|∇ϕk+1
h − ∇ϕk

h|2 dx + 1

ε

1

δ

∫
�

(
�(ϕk+1

h ) − �(ϕk
h)

)
dx ≤ 0,

which yields the claim. ��

Remark 5.10.6 For a fully practical finite element scheme one would need to use 
quadrature formulas for some of the integrals. Also for some of such schemes 
stability can be shown, see, e.g., [13].



6 Numerical Methods for Complex Interface 
Evolutions

Abstract 

In this chapter we focus on the numerical aspects of complex interface problems. First, 
the two major approaches, interface capturing and interface tracking, are discussed 
and compared. Then, the application of mesh moving as the most straightforward 
representative of interface tracking as well as the level-set method as a prominent 
example of interface capturing to the numerical approximation of two phase flows are 
detailed. 

6.1 Introduction and General Remarks About the Different 
Methods 

The choice of how to computationally represent the interface within the numerical 
methodology for a free boundary problem may be viewed as the most important one, since 
it has significant implications for all subsequent steps in the development of the overall 
algorithm. 

In general, one is faced with the following general difficulties: 

• Discontinuities at the interface with possibly huge jumps in the pressure, in the 
concentration and in the gradients of the velocity. 

• Geometry: efficient and reliable computation of curvature quantities, guarantee of 
volume conservation. 

• In Marangoni flow the equations depend on gradients of temperature, concentration, 
etc. 

• Strong nonlinear coupling. How can a stable time discretization be achieved? 
• Efficient solution techniques. How to solve the arising systems of equations? 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
E. Bänsch et al., Interfaces: Modeling, Analysis, Numerics, 
Oberwolfach Seminars 51, https://doi.org/10.1007/978-3-031-35550-9_6
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Most numerical methods for moving boundary problems can be categorized into two 
fundamentally distinct classes: Interface capturing and interface tracking methods. In 
interface capturing methods, the interface is described implicitly by an additional scalar 
function. Prominent representatives of this method are volume of fluid (VOF) methods 
[90,136], phase field approaches [50,56,96] and level set methods [87,124,135,141,144]. 
The latter is the by far most common approach in two phase flow. 

Extensions of these methods in order to incorporate evaporation/condensation are 
treated for instance in [81, 143, 145, 153] for the level set method, in [137, 149] for  VOF  
and for the phase field method in [97, 127]. 

In contrast to interface capturing methods, in interface tracking the phase boundary is 
described explicitly in terms of the computational mesh. Consequently, the computational 
mesh deforms according to the interface motion, see for example [10,49,91]. While usually 
limited to situations in which only moderate deformations and no topological changes of 
the interface occur, the explicit representation of the interface allows for a very accurate 
treatment of surface tension. Interface tracking is thus the method of choice in those 
situations, where only moderate deformations occur and the topology of the interface stays 
fixed. 

Interface capturing 

• PROS: 
– Very general tools, no problem with changes of topology. 
– Level set and phase field methods seem to become the standard tools (competition 

with VOF). 
• CONS: 

– How to compute curvature (see for instance Groß and Reusken [87] and Reusken 
and Esser [132] for level set methods)? 

– Discontinuities: use XFEM in level set methods to e.g. avoid spurious velocities 
(serious issue), often overlooked. In phase field methods discontinuities are smeared 
out. 

– Volume conservation. 

Interface tracking 

• CONS: 
– Mesh moving methods are limited to moderate interface deformations (.≈50%). 
– Topological changes nearly impossible to handle (can be done, see, e.g., [25,26,103], 

but very painful). 
– Moving meshes can lead to small cells. However, unfitted methods can deal with this 

but they are less accurate.
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• PROS: 
– Simple and most accurate method. 
– No problems with geometric quantities like curvature etc. 
– No problems with discontinuities with the moving mesh method. 

Upshot: choice of method depends on the specific problem to be solved! 
For more details on numerical methods for interfaces we refer to [11, 23, 46, 50, 54]. 

6.2 Interface Capturing 

6.2.1 Level Set Methods 

One of the most popular interface capturing methods is the level set method by Osher and 
Sethian [123, 124]. Here, . � is given as a level set (without loosing generality the 0 level 
set) of the level set function . φ: 

. φ : [0, T ] × � → R

and .�(t) = {x ∈ � | φ(t, x) = 0}. 

• PROS: 
– Very general and versatile method. (Nearly) no problems with large deformations 

and topology changes. 
– Topology changes come for free, no extra effort necessary. 

• CONS: 
– More effort for developing algorithms and implementation. 
– Error analysis is not easy, little analytical results are known for bulk-interface 

coupling. 
– One has to solve in one dimension higher. 
– Computing geometric quantities is painful. 
– Often problems with mass conservation appear. However, see the work of Kees et al. 

[101] and Quezada de Luna et al. [130] who were able to deal with this problem. 
– “Nice on the paper”, but to make it work neatly, a lot of nasty details have to be taken 

into account. 

Nevertheless, level set methods are by far the most popular methods for complicated 
two phase problems etc.
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6.2.2 Phase Field Methods 

In a sense, phase field methods are different than the other methods mentioned in that they 
regularize the problem and make all the variables smooth. This, of course has several 
advantages, both from an analytical point of view as well as for numerics. Moreover, 
interface conditions in phase field methods are physics based and allow for a relatively 
easy incorporation of many physical phenomena. 

The drawback of phase field methods is the demand to sufficiently resolve the smeared 
interfacial layer of order . ε, cf., Sects. 3.8 and 5.9 for the role of the parameter . ε. Depending 
on the problem or application at hand this may result in prohibitively fine meshes. For 
certain applications this could require orders of magnitude more degrees of freedom (DOF) 
than for instance with a sharp interface/mesh moving method. Nevertheless, if for the 
problem to be solved this is not the key issue, then phase field methods can be very strong 
numerical tools. 

Since there is no explicit free boundary and all variables are smooth, the numerical 
approximation of a phase field problem consists in approximating a system of (second 
or fourth order in space) PDEs. Time discretization can take advantage of the convex– 
concave structure of the energy functional: convex parts are solved implicitly while the 
nasty concave parts are treated explicitly, see Sect. 5.10.1 for details. One advantage 
is that one can use standard finite elements to discretize in space. Disadvantages are 
that error estimates typically depend exponentially on .ε−1 and that one has to compute 
the phase field instead of a parametrization which means that one has to solve in one 
dimension higher. In addition, it is not easy to resolve small distances between interfaces 
and boundaries. 

6.3 Interface Tracking 

Denote by .�(t) the evolving interface that is explicitly represented in interface tracking. 
We distinguish between two main classes: mesh moving and front tracking. 

6.3.1 Mesh Moving Approaches (Fitted Approaches) 

Let .�1(t),�2(t) denote for instance two phases that are separated by the sharp and smooth 
interface .�(t). Computationally, we have .�1,h(tk),�2,h(tk) at discrete time instants . tk . 
Now mesh moving means that the two phases are separated by .�h(tk), which is the 
boundary of the triangulations both of .�1,h(tk) and .�2,h(tk). The joint triangulation is 
a conforming triangulation of the overall domain . �. The discrete interface .�h(tk) is thus 
a conforming .(n − 1)-dimensional triangulation approximating the exact interface. This 
means that the discrete interface is fitted to the discrete bulk domains. In the mesh moving 
or fitted mesh approach, the discrete interface is hence made up of faces of elements from
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Fig. 6.1 Mesh moving method Γ 

Ω1 

Ω2 

Fig. 6.2 Example of breakup 
of bubbles showing the 
limitations of interface tracking 

t0 t1 t2 time t 

the bulk mesh, and thus the bulk mesh needs to deform appropriately in time in order to 
match the evolving interface. Employing so-called Eulerian schemes on this moving bulk 
mesh implies that the obtained solutions need to be frequently interpolated on the new 
mesh. In purely Lagrangian schemes, on the other hand, the bulk mesh needs to deform 
according to the fluid velocity, and this often leads to large distortions of the mesh. A 
possible way to overcome these difficulties is the arbitrary Lagrangian–Eulerian (ALE) 
approach, e.g., [91], where the equations are formulated in a moving frame of reference, 
and the corresponding reference velocity is independent from the fluid velocity, and in this 
sense it is “arbitrary” (Fig. 6.1). 

• PROS: 
– Very precise representation of all geometric quantities, in particular if higher order 

elements (curved simplices) are used for triangulating the two phases. 
– Handling of discontinuities rather straightforward. 
– Very simple to implement—as long as no remeshing is necessary. 
– Very small numerical overhead. 
– Small distances between interfaces and boundaries can be resolved. 

• CONS: 
– In some cases a reassembly is needed in every time step. 
– Works only for moderate mesh deformations. 
– Topology changes are extremely painful to handle (see Figs. 6.2 and 6.3).
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Fig. 6.3 Example of 
coalescence of bubbles 
showing the limitations of 
interface tracking 

t0 t1 time t 

6.3.2 Front Tracking Approaches (Unfitted Approaches) 

In the unfitted approach, the bulk mesh and the interface mesh are totally independent, thus 
allowing the interface to cut through the elements of the bulk mesh. The computational 
interface .�h(tk) is an independent .(n−1)-dimensional triangulation that moves through . �

according to its evolution law. One of the prominent examples for unfitted approximations 
is the immersed boundary method, see [107,126]. In the finite element framework, usually 
an enrichment of the elements that are cut by the interface is necessary in order to 
accurately capture jumps of physical quantities across the interface, see [9,19] for  XFEM-
approaches and [38] for the cutFEM-approach. 

• PROS: 
– Allows for larger deformations than mesh moving (think of a rising bubble in a 

surrounding liquid). 
– Very precise representation of all geometric quantities. 
– Very simple to implement. 
– Very small numerical overhead. 
– Small distances between interfaces and boundaries can be resolved. 

• CONS: 
– Loss of accuracy, especially in handling discontinuities. 
– Something has to be done to avoid spurious velocities, see below. 
– “Exchange of information” between bulk mesh and interface through surface 

integrals needs to be computed. 

Remark 6.3.1 (Spurious Velocities) In incompressible flow problems all methods 
except for mesh moving have difficulties with discontinuous pressures. To under-
stand this problem, we consider a static situation, .u ≡ 0, of a two phase flow 
problem as depicted in Fig. 6.4. In this case, the Navier–Stokes equations and the 
interface condition reduce to 

. ∇p = 0 in �1,�2, [p] := p2 − p1 = γ κ = γ
n − 1

R
on �.

(continued)
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This means the pressure is piecewise constant but experiences a (possibly huge) 
jump. 

If the numerical method does not allow for such a pressure jump (for instance, 
because the interface intersects an element), the numerical pressure . ph will fulfill 
.∇ph �= 0 in .�1,�2 in general. Then in turn, .uh �= 0 (see Fig. 6.5). This has to be 
cured by some means, for instance XFEM, see below. 

Γ 

P1 

P2 

static example: 

u ≡ 0 

Ω2 = BR(0) ⊆ Rn 

Ω2 

Ω1 

p1 ≡ const 
p2 ≡ const2 

Γ intersects elements 

Fig. 6.4 Static example 

Fig. 6.5 Static example as above computed with the Taylor–Hood element (piecewise quadratics 
for the velocity, piecewise linears for the pressure) without XFEM. Left: pressure; right: magnitude 
of spurious velocity
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6.4 Two Phase Flow 

We restate the equations describing the motion of two viscous, incompressible fluids with 
an interface taking surface tension into account. The equations derived in Sect. 3.7, in the  
case where the interface does not intersect the outer boundary, are as follows: 

.ρi · (∂tu + u ·∇u) − μiΔu + ∇p = f in �i(t), i = 1, 2, . (6.1) 

∇ ·u = 0 in �i(t) (6.2) 

where on .�(t) we prescribe 

.[u]l2l1 = 0, . (6.3) 

[2μD(u)ν − pν]l2 l1 
= −γ κν  − ∇�γ, . (6.4) 

u ·ν = V. (6.5) 

This system has to be solved together with initial conditions for . u and . �: 

.u(0, ·) = u0, �(0) = �0. (6.6) 

As boundary conditions for . u on the outer boundary . ∂� we take homogeneous Dirichlet 
conditions. 

We will now describe how mesh moving and level set methods can be used to solve the 
above problem numerically. 

6.4.1 Mesh Moving 

Arbitrary Lagrangian–Eulerian Coordinates (ALE) 
As already outlined, in mesh moving the discrete interface is explicitly tracked by a 
(discrete) evolution law, see Fig. 6.6 for an example. The shift of the DOFs at the interface 
is a first order in time discretization of the kinematic boundary condition Eq. (6.5). 

Fig. 6.6 Mesh moving 
method: defining the new 
position of the interface. The 
mesh points at the interface are 
moved with the fluid velocity

Γk+1 
h 

Γk 
h 

xk 
i 

xk+1 
i 
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Fig. 6.7 Information traveling 
with the mesh 

To avoid strong mesh distortion, this movement has to be extended and smoothed out 
to the bulk meshes for either phase .�1,h,�2,h by an extension operator in such a way that 
the mesh topology is preserved. As extension operator one can use the discrete Laplace 
operator or more sophisticated operators like operators from linear or nonlinear elasticity. 

Since the location of the DOFs (for instance the vertices) carry the information of finite 
element functions, this information is also moved in turn (Fig. 6.7). To compensate for this 
movement of information the corresponding mesh velocity has to be added to the transport 
equations. This methodology is called ALE, see for instance [10, 49, 91]. We will explain 
this concept next. 

Let the finite element functions, for instance the velocity, be given by 

. uk
h(x) =

∑

i

uk
i ϕ

k
i (x) ≈ u(tk, x),

where the .{ϕk
i } are the finite element basis functions corresponding to the mesh at time . tk . 

This shows that in general (assuming for simplicity that we use a backward Euler 
scheme with a time step . δ) 

. 
∑

i

(uk+1
i − uk

i )ϕ
k
i

δ
�≈ ∂tu(tk+1, ·).

At first glance, ALE may appear to be a bit complicated. Later it will (hopefully) 
become clear that this approach is rather simple and very easy to implement. In fact, only 
one additional term has to be added to the advection terms. 

Eulerian Coordinates 
These are given by the frame of a fixed observer. Usually one wants to have the PDEs in 
this frame and for the transport part of the momentum equation for instance one gets 

. ρ(∂tu + u ·∇u) + . . . = . . . .

Lagrangian Coordinates 
Usually one derives the Navier–Stokes equations from considering a fixed, time indepen-
dent reference domain . �̂, for instance the volume that is occupied by the fluid initially.
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The flow is then described by a family of diffeomorphisms .�(t, ·), 

. �(t, ·) : �̂ → �(t).

Now .x = �(t, x̂) denotes the position of the “fluid particle” being at location . x̂ in the 
reference domain . �̂ which could be, as discussed before, just the initial domain. We 
also refer to the notion of characteristic curves in Sect. 6.4.2. The point . x̂ is called the 
Lagrangian coordinate of a point x at time t . The velocity . u in turn is defined by 

. u(t, x) := d

dt
x(t) = ∂t�(t, x̂)

with .x̂ := �−1(t, x) ∈ �̂ and the path line .x(t) = �(t, x̂) which is the path the material 
point . x̂ will follow during the evolution. Here, and in what follows, the inverse is taken 
with respect to the second variable. 

Let . α be an arbitrary quantity transported by the flow. Then 

. 
d

dt
α(t, x(t)) = ∂tα(t, x(t)) + d

dt
x(t) ·∇α(t, x(t)) = (∂tα + u ·∇α)(t, x(t)).

The expression 

.Dtα = ∂tα + u ·∇α (6.7) 

is the material time derivative from Sect. 2.8. 

ALE Coordinates 
Let . �̃ be a further reference domain and 

. �(t, ·) : �̃ → �(t)

a further diffeomorphism. The map .�(t, x̃) does not necessarily have to follow the flow, 
i.e., the mapping .t �→ �(t, x̃) does not necessarily describe the path of the fluid particle 
. x̃. We now define the velocity 

.w(t, x) := ∂t�(t, x̃) for x̃ = �−1(t, x). (6.8) 

Later . w will be the mesh velocity.
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Remark 6.4.1 Let .�̂ = �̃ = �(0). Then we can consider the following cases. 

1. .w ≡ 0 ⇔ x̃ = x, i.e. . x̃ are the Eulerian coordinates. 
2. .w ≡ u ⇔ x̃ = x̂, i.e. . x̃ are the Lagrangian coordinates. 
3. .w �≡ 0, w �≡ u : corresponds to a general arbitrary Lagrangian-Eulerian 

(ALE) setting. 

Figure 6.8 shows an illustration of the tree types of coordinates. The connection 
between the material time derivative and the time derivative in ALE coordinates is stated 
in the following proposition. 

Fig. 6.8 Eulerian, Lagrangian 
and ALE coordinates
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Proposition 6.4.2 Let .α : [0, T ]×� → R be smooth and .α̃(t, x̃) := α(t,�(t, x̃)). 
Then it holds 

. Dtα(t, x) = ∂t α̃(t, x̃) +
(
u(t, x) − w(t, x)

)
·∇xα(t, x)

with .x = �(t, x̃). 

Proof Using the chain rule we compute 

. ∂t α̃(t, x̃) = d

dt
α(t,�(t, x̃))

= ∂tα(t, �(t, x̃)) + ∇xα(t,�(t, x̃)) · ∂t�(t, x̃)

= ∂tα(t, x) + ∇xα(t, x) · w(t, x)

= Dtα(t, x) − ∇xα(t, x) · u(t, x) + ∇xα(t, x) · w(t, x)

where we used Eq. (6.8) and the definition of the material time derivative, see (6.7). 
�

Moving Mesh Method for the Two Phase Problem 
Now we have all the pieces together to define the generic form of the mesh moving method. 
First of all we recall the weak formulation of two-phase flow presented in Definition 3.7.1. 
It is this weak formulation which we are going to discretize in what follows. 

In fact in the weak formulation we searched for a pair .(u, p) with . (u(t), p(t)) ∈ X ×Y

for all .t ∈ [0, T ] and an evolving hypersurface . � such that .u(0, ·) = u0, .�(0) = �0 and 
fulfilling for all . t ∈ [0, T ]

.(ρ(∂tu + u ·∇u), ϕ) + (2μD(u),D(ϕ)) − (p,∇ · ϕ) +
∫

�(t)

γ∇�(t) ·ϕ = 0 ∀ϕ ∈ X, . 

(6.9) 

(∇ ·  u, q) = 0 ∀q ∈ Y. 
(6.10) 

Using Proposition 6.4.2 with .α = u we may rewrite the first term in (6.9) as 

.(ρ(∂tu + u ·∇u), ϕ) =
∫

�

ρ(t, x)Dtu(t, x) · ϕ(x)dx

=
∫

�

ρ(t, x)
[
∂t ũ(t, �−1(t, x))

+ (u(t, x)− w(t, x)) ·∇u(t, x)
]

· ϕ(x))dx,
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where .ũ(t, x̃) = u(t,�(t, x̃)). The time derivative .∂t ũ(t, �−1(t, x)) for simplicity is 
discretized with the help of the backward Euler method. In fact we take 

. ∂t ũ(t, �−1(t, x)) ≈ 1

δ

(
ũ(t, �−1(t, x)) − ũ(t − δ,�−1(t, x))

)

= 1

δ

(
u(t, x) − ũ(t − δ,�−1(t, x))

)
.

Hence the difference quotient used to approximate the time derivative involves points with 
the same ALE spatial coordinates. In the algorithm the ALE coordinates evolve via the grid 
velocity. In practice one moves the grid and computes the difference quotient involving 
values at the old and the new spatial grid points. 

Here we used the backward Euler scheme for simplicity. Using the above weak 
formulation we are going to formulate an algorithm for mesh-moving for two-phase flow. 
Recall that the whole flow domain . � is time independent and that .�h = �. Furthermore, 
we assume the densities . ρi and viscosities . μi to be piecewise constant in either phase 
.i = 1, 2. 

Algorithm 6.4.3 (Mesh Moving for Two Phase Flow) Let . �0
h, .�

0
1,h, .�

0
2,h, . u

0
h =

ũ0h and .w0
h = 0 be given. Set .ρ0

h = ρi and .μ0
h = μi in .�0

i,h, .i = 1, 2. 
In each discrete time step .tk = kδ, .k = 0, 1, 2, . . . , do the following steps. 

1. Find .uk+1
h , pk+1

h ,Xk+1 fulfilling for all .ϕh ∈ Xk
h and . qh ∈ Y k

h

. (ρk
h

uk+1
h − ũk

h

δ
, ϕh) + (ρk

h(uk+1
h − wk

h) ·∇uk+1
h ), ϕh) − (pk+1

h ,∇ · ϕh)

+ (2μk
hD(uk+1

h ),D(ϕh)) +
∫

�∗
h

γ∇�∗
h
·ϕhdH n−1 = 0,

(∇ · uk+1
h , qh) = 0,

. Xk+1 = id�k
h
+ δ uk+1

h |�k
h

.

Possible choices of . �∗
h are discussed below. 

2. Extend .Xk+1 to the interior of the fluid phases .�k
1,h and .�k

2,h to a mapping . ϒk+1

such that 

. �k+1
1,h = ϒk+1(�k

1,h) and �k+1
2,h = ϒk+1(�k

2,h).

(continued)
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The degrees of freedom of the computational grid are moved by .ϒk+1. A possible 
way to compute .ϒk+1 is discussed below. 
Set .ρk+1

h = ρi and .μk+1
h = μi in .�k+1

i,h , .i = 1, 2. 

3. Compute the grid velocity .wk+1
h on the new mesh by 

. wk+1
h ◦ ϒk+1 := ϒk+1 − id

δ
.

Remark 6.4.4 

• In the above algorithm . ̃uk
h is the old velocity . uk

h on .�k−1
i,h but lifted to .�k

i,h, . i =
1, 2, i.e., 

. ̃uk
h = uk

h ◦ (ϒk)−1,

where .(ϒk)−1 is the inverse of . ϒk . Numerically there is nothing to do, since we 
work with the same DOFs in the old and new mesh. 

• The discrete interface . �∗
h denotes either . �k

h or .�k+1
h , see the discussion below. 

• The finite element space . Y k
h for the pressure is defined in such a way that pressure 

nodes at the interface are virtually doubled, i.e. there exist two copies of a pres-
sure node at the interface, one belonging to .�1,h the other one to .�2,h (Fig. 6.9). 
This allows the pressure to exhibit a jump across the interface and therefore no 
spurious velocities occur. The finite element space . Xk

h for the velocity needs to 
be chosen in such a way that (.Xk

h, Y
k
h ) fulfill the Ladyzhenskaya-Babuska-Brezzi 

(LBB) stability condition. For example the Taylor-Hood elements are a possible 
choice. 

Remark 6.4.5 

• There are situations, where a full update, i.e. shifting the interface nodes with the 
full velocity, 

. Xk+1 = id�k
h
+ δ uk+1

h |�k
h

,

(continued)
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Fig. 6.9 The support of a 
pressure basis function . ψi lies 
only in either phase 

Fig. 6.10 Free surface flow: 
upper surface is the free 
surface with a strong tangential 
flow field due to Marangoni 
convection. A full update 
would quickly cluster the 
boundary nodes at the upper 
right corner leading to 
complete distortion of the mesh

leads to a quick distortion of the mesh, see Fig. 6.10. In this case one would rather 
use an update only in normal direction. Since the discrete normals to the discrete 
interface are in general discontinuous at vertices (or edges in 3d), one may use 
smoothed or averaged normals .ν̃ that are obtained by a weighted average of the 
elementwise discrete normals, where the weight is according to the length (or 
area in 3d) of the interface edge (or face in 3d). With the help of these averaged 
normals the kinematic boundary condition (6.5) is discretized by a first order 
Euler approximation, i.e. the Lagrange nodes on the interface .xk 

i are shifted to 

(continued)
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their new positions by 

. xk+1
i = xk

i + δ
(
uk+1

h (xi) · ν̃(xi)
)

ν̃(xi),

which can be also written in terms of the Lagrange interpolation operator . Ih as 

. Xk+1 = id�k
h
+ δIh

(
(uk+1

h |�k
h

· ν̃) ν̃

)

with .Xk+1(xk
i ) = xk+1

i . 
• A more general approach to updating the free boundary is the use of a given 

update direction .zk
i ∈ Rn for each Lagrange node . xk

i of the free surface . �k
h. Then 

the update for . xk
i is defined by 

. xk+1
i = xk

i + δ ηiz
k
i ,

where . ηi has to fulfill .(ηiz
k
i ) · ν̃i = uk+1

h · ν̃i and is thus given by 

. ηi = uk+1
h (xk

i ) · ν̃i/(z
k
i · ν̃i ).

Of course, this requires that .zk
i · ν̃i �= 0.

In the above algorithm the mesh is updated from time step to time step by an extension 
.ϒk+1 of .Xk+1. We now describe a possible way of doing so. For each . k = 0, 1, 2, 3 . . .

we now assume we have computed the polyhedral surface . �k
h. Let  . x

k
i , .i = 1, . . . , k�, be  

the vertices of the bulk mesh at time step . tk . We assume that the vertices of . �k
h are part of 

the vertices of the bulk mesh and denote by .�k
1,h and .�k

2,h the discrete approximations of 

the two phases which are separated by . �k
h. 

The vertices of the mesh are updated according to 

.xk+1
i = ϒk+1(xk

i ) for i = 1, . . . , k�, (6.11) 

where .ϒk+1 is the displacement of the bulk mesh which we are going to specify now. With 
the help of 

.Wk
h = {χ ∈ C0(�,Rn) | χ piecewise linear, χ · n = 0 on ∂�, χ = Xk+1 on �k

h},
Wk

h,0 = {χ ∈ C0(�,Rn) | χ piecewise linear, χ · n = 0 on ∂�, χ = 0 on �k
h},
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we compute .ϒk+1 ∈ Wk
h such that 

.(∇ϒk+1,∇χh) = 0 (6.12) 

holds for all .χh ∈ Wk
h,0, which is an extension by the (discrete) Laplacian. Sometimes 

working with the (discrete) operator of linear elasticity gives better results. In this case, 
.ϒk+1 is given by 

.2(D(ϒk+1),D(χh)) + (λ∇ · ϒk+1,∇ · χh) = 0 (6.13) 

for all .χh ∈ Wk
h,0 with .λ > 0. 

The simplest choice is a constant . λ. However, one can also choose . λ depending on x 
which can help to improve the mesh quality, see, e.g., [80]. An even more sophisticated 
approach is described in [133], where an operator motivated by nonlinear elasticity is used. 

The discrete mesh velocity is then defined by 

. wk+1
h =

k�∑

k=1

(
xk+1
i − xk

i

δ

)
ϕk+1

i ,

where .ϕk+1
i are the nodal basis functions corresponding to the new mesh points .xk+1

i . We  
now obtain 

. (ϒk+1)−1 = id − δ wk+1
h

and observe 

. (ϒk+1)−1(�k+1
i,h ) = �k

i,h for i = 1, 2.

We set .̃uk+1
h = uk+1

h ◦ (ϒk+1)−1 which then can be used to compute the discretization of 
the ALE time derivative . ∂t ũ in the next time step (see the remark above). 

Let .γ = const. The curvature term in the above algorithm 

. e∗(ϕh) =
∫

�∗
h

γ∇�∗
h
·ϕhdH n−1

can be reformulated with the help of the relation 

. ∇�∗
h
·ϕh = ∇�∗

h
id : ∇�∗

h
ϕh.

Here, one uses that .∇�∗
h
id = P ∗

h , where . P
∗
h is the projection on the tangent space of . �∗

h, 
and hence .∇�∗

h
·ϕh = T r(∇�h∗ϕh) = T r((∇�∗

h
ϕh)P

∗
h ) = ∇�∗

h
id : ∇�∗

h
ϕh. Therefore, we
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obtain 

. e∗(ϕh) =
∫

�∗
h

γ∇�∗
h
id : ∇�∗

h
ϕhdH n−1.

It remains to determine . ∗. If we take  .∗ = k, then all geometry terms in the algorithm are 
treated explicitly. Thus the computation of the flow field and the geometry is completely 
decoupled. However, in this case one faces a severe CFL-like condition for stability. In 
fact the time step . δ needs to fulfill 

. δ ≤ C√
γ

h3/2,

see for instance [10,30]. The choice .∗ = k+1 results in an unconditionally stable scheme, 
but now the geometry and the flow field are coupled (we need .�k+1

h to compute .uk+1
h ). 

There is an alternative, decoupling geometry and flow field, but being unconditionally 
stable at the same time. In fact one chooses 

. esemi(ϕh) =
∫

�k
h

γ∇�h
Xk+1 : ∇�h

ϕhdH n−1,

where .Xk+1is given by 

. Xk+1(z) := z + δuk+1
h (z) for z ∈ �k

h.

This leads to 

. esemi(ϕh) =
∫

�k
h

γ∇�k
h
(id + δuk+1

h ) : ∇�k
h
ϕhdH n−1.

This scheme is semi-implicit in the curvature. There is an implicit contribution to the 
computation of .uk+1

h . However, the geometry is still explicit. Unconditional stability was 
proved (for slightly different settings) in [10, 80]. See also [150,151] for the fully implicit 
approach .∗ = k + 1 and further time discretizations. 

6.4.2 Level Set Method for Two Phase Flow 

Let .�1(t),�2(t) denote the two phases separated by the sharp interface .�(t). As described 
above, .�(t) is given as the zero level of the level set function . φ: 

.�(t) := {x ∈ � | φ(t, x) = 0}.
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Additionally we assume 

. φ(t, ·) < 0 in �1(t),

φ(t, ·) > 0 in �2(t).

Wewant to find an evolution law for . φ. Assume that . u is smooth. We exploit the fact that 
. � is a material boundary, i.e. each phase is transported by the flow field . u. We construct . φ
in such a way that it is constant on characteristic curves .t �→ ξ(t, x̄), that is: 

. 
d

dt
ξ(t, x̄) = u(t, ξ(t, x̄)) for t > 0,

ξ(0, x̄) = x̄ ∈ �.

On the characteristic curves the level set functions should be constant: 

. 
d

dt
φ(t, ξ(t, x̄)) = 0.

Using the chain rule and the definition of the characteristic curve, this is equivalent to 
the following transport equation: 

.∂tφ(t, x) + u(t, x) ·∇φ(t, x) = 0 (6.14) 

for .x = ξ(t, x̄). If the characteristic curves cover all of . �, then the above equation holds 
for all .x ∈ �. 

To close the description of . φ, initial as well as boundary conditions on the inflow part 
of the boundary are needed: 

. φ(0, ·) = φ0 in �,

φ = φD on ∂in�T

with .φ0, φD given and .∂in�T being the inflow boundary: 

. ∂in�T := {(t, x) ∈ [0, T ] × ∂� | u(t, x) ·ν(x) < 0}.

Equation (6.14) together with the above initial and boundary conditions can be 
discretized by a stabilized finite element method, for instance by the SUPG method, see 
[34,87,99] for a few out of an abundance of possible references. Many other choices might 
be used as well.
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It turns out that computations tend to break down, when . ∇φ becomes too large or close 
to 0. Thus we ideally want .φ(t, ·) to be the signed distance function to .�(t) implying that 

. |∇φ(t, ·)| = 1

at least close to the interface .�(t). 
Even if . φ is initially a signed distance function, this property is lost during the time 

evolution. Thus to regain this property, one usually incorporates a step in the algorithm 
that tries to make . φ a distance function again each time step or every few time steps. This 
step is called re-distancing and may take a significant amount of computing time. There 
are many different methods for re-distancing, see for instance [65,130,131,134,139,140] 
for a by far not complete list. 

Re-distancing usually leads to another problem on the discrete level: The level set 
function is changed and then in turn also the numerical interface changes slightly, which 
may yield an error in the volume of either phase. This effect can accumulate over time to 
an unacceptable amount. Thus methods for correcting the volume have to be used. 

Next we will describe how to incorporate the surface force 

. − γ

∫

�

κϕ ·νdH n−1

for test functions . ϕ in the velocity space. 
Since curvature is a second order operator on . � and the numerical level set is continuous 

only, one cannot directly use the formula from Proposition 2.3.3. The remedy is to use 
integration by parts, see Chap. 2. 

As for mesh moving one can use (assuming for the moment that . � is closed) Eq. (3.56) 

. 

∫

�

κϕ ·ν dH n−1 =
∫

�

∇� ·ϕdH n−1

or as above 

. e∗(ϕ) =
∫

�

γ∇�id : ∇�ϕdH n−1.

Both formulas require only the evaluation of first order derivatives on the test function . ϕ
and in the second case on the identity mapping on . � and are thus well defined also in the 
discrete case. 

Let us have a look how this can be done for a computational level set function . φh. We  
first treat the case when . φh is piecewise linear and .�h = {φh = 0} (Fig. 6.11). 

However, .P1 elements for . φ are not good enough. One should use .P2 instead. 
Unfortunately, then the level sets of . φ are no longer .(n − 1)-dimensional simplices but 
rather more complicated (Fig. 6.12).
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Fig. 6.11 Level set if . φh is piecewise linear 

Γh|T 

if ϕh is piecewise 
quadratic 

Fig. 6.12 Level set if . φh is of higher order 

The remedy is to (virtually) subdivide each element intersected by the level set in . 2n

subsimplices and use a piecewise linear interpolation on this sub-complex. Then define the 
discrete interface . �h by 

.�h := {x ∈ � | Ih/2(φh)(x) = 0} (6.15) 

with .Ih/2 the interpolation operator onto piecewise linears on the sub-complex (Figs. 6.13 
and 6.14). 

Discontinuous Pressures 
We need to do something about the spurious velocities at the interface. Otherwise 
this could lead to completely wrong computational results if for instance an additional 
advection-diffusion equation for some chemical species has to be solved.
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T 

h/2 interpolation onto P1-elements 

on Th/2 

ame DOFs as piecewise quadratics 
on P2! 

or .Ih/2 onto piecewise linears 

I 

Note: s 

Fig. 6.13 Interpolation operat 

+ 

+ 

Γh 

− 
−− 

− 

ϕh > 0 

ϕh = 0  
ϕh < 0 

Fig. 6.14 Definition of . �h

Th � T 
Yh={qh∈C(Ω): 

qh|T ∈P1∀T ∈Th}∩L2 
0(Ω) 

Fig. 6.15 Interface intersecting an element 

The situation is as follows. If the discrete pressure functions are continuous across the 
interface (which is the standard case, Fig. 6.15), then necessarily spurious velocities will 
occur and the pressure error cannot be better than 

. ‖p − ph‖L2 ∼ √
h.

The idea of extended finite elements (XFEM) is now to enrich the discrete pressure 
space locally by basis functions that are discontinuous across . �h, see for instance [74]. 

For simplicity, let the discrete pressure space . Yh consist of piecewise linear, globally 
continuous functions. Moreover, let .ψ1, . . . ψM denote the Lagrange basis functions of . Yh

fulfilling 

.ψi(xj ) = δi,j for all vertices xj , j = 1, . . . M. (6.16)
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Fig. 6.16 Definition of the 
index set J 

Γh 

∈ J 

J := {i : supp ψi ∩ Γh �= ∅} 

For a given index set .J ⊆ {1, . . . M} define the XFEM space .YXFEM
h by 

. YXFEM
h := Yh ⊕ span{ψXFEM

j | j ∈ J },

with functions .ψXFEM
j discontinuous across . �h to be determined (Fig. 6.16). 

Define 

. H(x) = H̃ (Ih/2(φh(x))) =
{
0, x ∈ �1,h,

1, x ∈ �2,h

with . H̃ the Heavyside function. Now for .j ∈ J we define 

.χj (x) := H(x) − H(xj ). (6.17) 

We note that .χj (x) ∈ {−1, 0, 1}. With the help of these cut-off functions we define 

. ψXFEM
j (x) = ψj (x)χj (x), for x ∈ �.

Figures 6.17 and 6.18 show illustrations of these basis functions in one and two dimen-
sions. The implementation of XFEM is not very nice and requires some sophisticated data 
structure. When . �h is moving in time, the space .YXFEM

h has to be built in each time step. 
Figure 6.19 shows results of simulations that were done without and with XFEM. 

Remark 6.4.6 

• In certain cases it is enough to add one single degree of freedom to the (discrete) 
pressure space, see [19]. 

• Alternative to XFEM: 
In CutFEM, one uses non-interface-fitted elements, cuts the standard basis 
functions at the interface, and adds stabilization terms at the interface, see [35].
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χj 

χi 

Ω1 

Ω1 

Ω2 

Ω2 

xi xi 

xi 

xj xj 

xj 

Γ Γ 

Γ 

Define: 

ψXF EM 
j (x) :=  ψj(x)χj (x) 

ψi 
ψj 

ψXF EM 
i 

ψXF EM 
j 

Note: 

for all knots xk 

ψXF EM 
j (xk) =  ψj(xk)(H(xk) − H(xj )) = 0 

Fig. 6.17 The XFEM basis function .ψXFEM
j

in 1d 

= supp  ψXF EM 
j 

xj 

Γh 

Fig. 6.18 The XFEM basis function .ψXFEM
j

in 2d 

Fig. 6.19 The pressure for the 3d static bubble example. Without (left) and with XFEM (right). 
Picture taken from [87]
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Summarizing, a prototype algorithm for the level-set method (on a fixed grid) with 
decoupled computation of the flow field and the level-set function reads as follows. 

Algorithm 6.4.7 (Level-Set Method for Two Phase Flow) Let . �0
h, .�

0
1,h, .�

0
2,h, . u

0
h

and .Y
XFEM,0
h be given. Set .ρ0

h = ρi and .μ0
h = μi in .�0

i,h, .i = 1, 2. 
In each discrete time step .tk = kδ, .k = 0, 1, 2, . . . , do the following steps. 

1. Find .uk+1
h ∈ Xh, p

k+1
h ∈ Y

XFEM,k
h fulfilling for all .ϕh ∈ Xh and . qh ∈ Y

XFEM,k
h

. (ρk
h

uk+1
h − uk

h

δ
, ϕh) + (ρk

h(uk+1
h ) ·∇uk+1

h ), ϕh) − (pk+1
h ,∇ · ϕh)

+ (2μk
hD(uk+1

h ),D(ϕh)) +
∫

�k
h

γ∇�k
h
·ϕhdH n−1 = 0,

(∇ · uk+1
h , qh) = 0.

2. Find .φ̃k+1
h by performing one time step of the discretized transport equation 

(6.14). 
3. Define .�k+1

h = {x ∈ � | Ih/2(φ̃
k+1
h )(x) = 0} (see Eq. (6.15)) and 

. �k+1
1,h = {x ∈ � | Ih/2(φ̃

k+1
h )(x) < 0}, �k+1

2,h = {x ∈ � | Ih/2(φ̃
k+1
h )(x) > 0}.

Set .ρk+1
h = ρi and .μk+1

h = μi in .�k+1
i,h , .i = 1, 2. 

4. Re-initialize .φ̃k+1
h to a discrete (nearly) signed-distance function .φk+1

h . 

5. Construct .YXFEM,k+1
h .



7Exercises 

Exercise 7.1 Prove Identity (2.7) .

Exercise 7.2 Prove the assertion in Proposition 2.3.3: 
Let . φ with .∇φ(x) �= 0 for .x ∈ � and . � be smooth and given by . � = {x ∈ � | φ(x) =

0} be the zero level set of . φ. Let the unit normal field . ν on .V ∩ � be given by .ν = ν̃|V ∩� , 

with .ν̃ : V → IRn defined as .ν̃(y) = ∇φ(y)

|∇φ(y)| . Prove that 

. κ(x) = −∇ · ∇φ(x)

|∇φ(x)| , for x ∈ �.

Exercise 7.3 Let .� = (�(t))t∈(0,T ) be a family of evolving hypersurfaces in . IRn. Show 
that a curve . γ with the properties required in Definition 2.7.1 (i) exists and that the 
definition of the normal velocity V is independent of the choice of . γ . 

Hint: Describe . � locally around .(t0, x0) as a level set of a function .φ : IR × IRn → IR. 

Exercise 7.4 Let . � be an evolving hypersurface and .(t0, x0) ∈ � with unit normal 
.ν(t0, x0) and normal velocity .V (t0, x0). Show that there exists a curve . γ : (t0−δ, t0+δ) →
R

n satisfying .γ (t) ∈ �(t), γ (t0) = x0 and .
dγ
dt

(t0) = V (t0, x0)ν(t0, x0). 

Exercise 7.5 Let . � be an orientable .C3-hypersurface with normal vector field . ν and for a 
function .f : � → IR set .∂si f := (∇�f )i . 

Show that the commutator rule 

.∂sj ∂si f = ∂si ∂sj f + [(∇�ν)∇�f ]iνj − [(∇�ν)∇�f ]j νi (7.1) 

holds.
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Exercise 7.6 Let . � be an orientable .C3-hypersurface with normal vector field . ν. Then it 
holds that 

.∇�κ = −
�ν − |∇�ν|2ν on �. (7.2) 

Here .|A| = √
tr(AT A) is the Frobenius norm of a matrix A. 

Readers with less experience in geometry can show this for curves in the plane. For 
more experienced readers who want to deal with the general case we have the following 
hint. 

Hint: Consider .
�νj = ∑n
i=1 ∂si ∂si νj , use the symmetry of the Weingarten map, use 

the commutator rule (7.1), and the fact that .κ = −∇� · ν. 

Exercise 7.7 Let . � be an orientable .C3 evolving hypersurface with normal vector 
field . ν. 

(i) Prove the identity 

.Dtκ = 
�V + V |∇�ν|2 + vτ · ∇�κ. (7.3) 

(ii) Show that the normal time derivative of the mean curvature satisfies 

.∂�t κ = 
�V + V |∇�ν|2. (7.4) 

Here .|A| = √
tr(AT A) is the Frobenius norm of a matrix A. 

Readers with less experience in geometry show this for curves in the plane. For more 
experienced readers who want to deal with the general case we have the following hint. 

Hint: Derive the following rule for the commutation of . Dt and the divergence of the 
normal field . ν : � → IRn

. Dt(∇� · ν) = ∇� · (Dtν) − V |∇�ν|2 − ∇�vτ : ∇�ν

and then use the results of Exercise 7.6. 

Exercise 7.8 Prove the Transport Theorem 3.6.1. 

Exercise 7.9 Let .� ⊂ IRn be a domain and .θ : (0, T ) × � → IR a continuous 
distributional solution of 

.∂t

(
θ + χ{θ>θM }

) = 
θ ,
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cf. (3.29). Let us assume that the set .� = {(t, x) | θ(t, x) = θM} is a smooth evolving 
hypersurface with .�(t) ⊂⊂ � for all .t ∈ (0, T ). We now  set  .�s(t) = {x ∈ � | θ < θM}, 
.��(t) = {x ∈ � | θ > θM}, .Qs = {(t, x) ∈ (0, T ) × � | x ∈ �s(t)} and . Ql =
{(t, x) ∈ (0, T ) × � | x ∈ �l(t)}. We assume that .θ|Qs and .θ|Q�

individually have twice 
continuously differentiable extensions onto .�(t). 

Show that under these assumptions 

. V = [−∇θ ]�s · n on �(t)

holds. 

Exercise 7.10 Show that Eqs. (4.20) and (4.21) are equivalent. 

Exercise 7.11 Show that 

. |�m+1
h | ≤ |�m

h |

holds for the fully discrete scheme for mean curvature flow introduced in Sect. 4.3.4. 
Hint: Use Lemma 1 in Section 3 of [10] or Lemma 55 of [23]. 

Exercise 7.12 Consider a time dependent smooth curve .f : [0, T ) × I → R
n, . f =

f (t, x) and put 

. ∂tf = V + ϕτ

where V is the normal velocity, .τ = ∂xf
|∂xf | = ∂sf the unit tangent, and .ϕ = 〈∂tf, τ 〉. Let  

.k = ∂sτ be the curvature vector. Show that 

. ∂t∂s = ∂s∂t + (〈k, V 〉 − ∂sϕ)∂s ,

∂t τ = ∇sV + ϕk ,

∇t k = ∇2
s V + 〈k, V 〉k + ϕ∇sk

hold, where . ∇s is as in (4.42) and .∇t φ = ∂tφ − 〈∂tφ, τ 〉τ for any .φ : [0, T ) × I → R
n. 

Exercise 7.13 Derive the first variation (4.41) for the elastic energy .E(f ) = 1
2

∫
I
|k|2ds, 

i.e. show that 

.
d

dε

∣∣∣
ε=0

E(fε) =
∫

I

〈∇2
s k + 1

2
|k|2k, φ〉ds
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holds for smooth variations .fε(x) = f (x) + εφ(x), .φ : I → R
n, and with . ∇s defined as 

in (4.42) .

Exercise 7.14 Show the existence of a constant .c > 0 such that inequality (4.49) holds
for any smooth closed curve f .

Hint: First show that if .u : I → R, .u = u(x), is a smooth map along the curve 
.f : I → R

n, .f = f (x), such that 

. 

∫

I

u ds =
∫

I

u(x)|fx(x)|dx = 0

then 

. 

∫

I

u2ds ≤ L (f )2
∫

I

(us)
2ds

holds, where .∂s = 1
|fx |∂x , .ds = |fx |dx, and .L (f ) = ∫

I
ds = ∫

I
|fx |dx is the length of 

the curve. 

Exercise 7.15 Verify Eq. (4.62) for .(fh, kh) being a solution to (4.60) and (4.61) .

Exercise 7.16 Show 

. 

∫

�

|∇χE | = H n−1(∂E)

if .E ⊂⊂ �, .E,� ⊂ IRn open, with E having a smooth boundary. 

Exercise 7.17 Let the assumptions of Theorem 5.8.1 hold and assume in addition that 
there exists a constant .c > 0 such that for all .ϕ1, ϕ2 ∈ IR it holds 

. (ψ ′(ϕ1) − ψ ′(ϕ2))(ϕ1 − ϕ2) ≥ −c|ϕ1 − ϕ2|2.

Show that under these assumptions and under the regularity properties stated, the solution 
in Theorem 5.8.1 is unique. 

Hint: Use the .H−1-gradient flow property.
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